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Abstract: We present a new approach to the cooperative localisation problem by applying the theory of minimum energy filtering. We consider the problem of estimating the pose of a group of mobile robots in an environment where robots can perceive fixed landmarks and neighbouring robots as well as share information with others over a communication channel. Whereas the vast majority of the existing literature applies some variant of a Kalman Filter, we derive a set of filter equations for the global state estimate based on the principle of minimum energy filtering. We show how the filter equations can be decoupled and the calculations distributed among the robots in the network without requiring a central processing node. Finally, we provide a demonstration of the filter’s performance in simulation.
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1. INTRODUCTION

In a wide range of robotics applications, an accurate estimation of the current position and orientation (pose) of a robot is essential for its primary mission. However, in environments where sensor performance is degraded, traditional approaches to state estimation begin to fail, for example when GNSS systems are actively jammed or robots have very limited access to external landmarks.

Collaborative localisation (CL) is an approach that can be utilised where multiple robots are operating in the same environment. The core concept is that the information gained by sensors on one robot can be shared with other robots in the environment thereby increasing the accuracy of the pose estimates. This is useful in the aforementioned case of sensor degradation, and can also be used for groups of heterogeneous robots where robots have different sensing capabilities.

When information such as local state estimates are shared between robots in a filtering framework, the pose estimates of each robot are no longer independent. If this state-dependency is not properly accounted for, it can lead to data incest and over-confidence problems (Howard et al., 2003).

One solution to this problem is presented by Roumeliotis and Bekey (2002), who derive a centralised Extended Kalman Filter (EKF) which jointly estimates the pose of all robots in the network and where all of the information dependencies are tracked in a single covariance matrix. They go on to show that the joint filter equations can be decoupled into a set of smaller, communicating filters distributed among the robots in the network.

There are two drawbacks to this type of approach. Firstly, the entire joint covariance matrix must be tracked, either in a centralised or distributed arrangement. Secondly, after each measurement step, a robot must communicate to all other robots in the network to update the estimates and covariance terms that are tracked by other robots. This is often impractical in most scenarios as a robust, fully-connected communications network topology cannot be guaranteed.

Recent approaches to CL have focused on reducing the data that is tracked by each robot and relaxing the communication network topology constraints. For example, Carrillo-Arce et al. (2013) proposes a filter local to each robot which only tracks the local state. Cross-covariance terms are not tracked and are instead estimated locally when two robots meet and share information. While this reduces the communication overhead, it comes at the cost of being too conservative in the dependency estimation and not utilising available data to the maximal possible extent. Their experimental results show the performance of this type of filter is worse than the joint EKF. Further work by Luft et al. (2018) aims to better approximate the cross covariance terms, and demonstrates performance very similar to, although slightly worse than, the joint EKF from Roumeliotis and Bekey (2002).

The common element in these works is that they all utilise the Extended Kalman Filter and are all compared to the
joint EKF presented by Roumeliotis and Bekey (2002) as it provides a baseline estimate given no restrictions on computation or communication. While the EKF and variants such as the Multiplicative EKF (MEKF) (Markley, 2003) are industry standard in terms of pose filtering algorithms, there are potentially better alternatives. All variants of the EKF rely on linearising the system, which can result in instability and convergence issues when estimating highly non-linear systems such as robot pose kinematics. More recently, the approach of minimum energy filtering has been demonstrated by Zamani et al. (2013) as a more accurate and robust algorithm for pose estimation. A collaborative minimum-energy pose estimation algorithm has been proposed by Zamani and Hunjet (2019), but opts for estimating cross-covariance terms rather than tracking the full state of the system.

In this paper, we present the derivation of a centralised geometric approximate minimum-energy (GAME) filter to estimate the poses of a network of robots using both proprioceptive and exteroceptive measurements. We show how this filter can be equivalently derived as a set of collaborative filters which run locally on each robot in the network. The decoupled filters provide exactly the same pose estimates as the centralised filter and information-sharing is only necessary during the filter update step, where exteroceptive measurements are processed.

The filter we derive provides a baseline which can be used as a benchmark for future implementations of other minimum-energy filters, much in the same way that and the joint EKF presented by Roumeliotis and Bekey (2002) has been used as the baseline for future implementations of other EKF-based filters.

The remainder of this paper is organised as follows. In Section 2 we briefly introduce a number of concepts and notation used in the paper. Section 3 formally states the problem we aim to solve and we present our solution. Section 2.2 Metrics

In this section we introduce the notation and conventions used throughout the paper.

2. PRELIMINARIES

In this section we introduce the notation and conventions used throughout the paper.

2.1 Notation

\((\cdot)^\top\) denotes the matrix transpose, \(I_n\) denotes an \(n \times n\) identity matrix. The operators \(\exp\) and \(\log\) denote the matrix exponential and matrix logarithm respectively.

We use the matrix Lie groups \(SO(3)\) to represent rotations and \(SE(3)\) to represent poses in homogeneous coordinates. The corresponding Lie algebras are \(so(3)\) and \(se(3)\), respectively.

\[
\begin{align*}
SO(3) &= \{ R \in \mathbb{R}^{3 \times 3} \mid R^\top R = I_3, \ \det R = 1 \} \quad (1) \\
SE(3) &= \{ X = \begin{bmatrix} R & p \\ 0_{1 \times 3} & 1 \end{bmatrix} \mid R \in SO(3), p \in \mathbb{R}^3 \} \quad (2) \\
so(3) &= \{ \Psi \in \mathbb{R}^{3 \times 3} \mid \Psi^\top = -\Psi \} \quad (3) \\
se(3) &= \{ \Gamma = \begin{bmatrix} \Psi & v \\ 0_{1 \times 3} & 0 \end{bmatrix} \mid \Psi \in so(3), v \in \mathbb{R}^3 \} \quad (4)
\end{align*}
\]

We define the following maps which allow us to switch between matrix and vector representations.

\[
\begin{align*}
\cdot_x : \mathbb{R}^3 &\rightarrow so(3) \\
\omega_x &= \begin{bmatrix} 0 & -\omega_3 & \omega_2 \\ \omega_3 & 0 & -\omega_1 \\ -\omega_2 & \omega_1 & 0 \end{bmatrix} \quad (5) \\
\text{vex} : so(3) &\rightarrow \mathbb{R}^3 \\
\text{vex}(\Omega) &= \text{vex}(\omega_x) = \omega \quad (6) \\
\cdot^\nu : \mathbb{R}^6 &\rightarrow se(3) \\
\gamma^\nu &= \begin{bmatrix} \omega \times v \\ 0 \ 0 \end{bmatrix} = \Gamma \quad (7) \\
\cdot^\nu : se(3) &\rightarrow \mathbb{R}^6 \\
\Gamma^\nu &= \begin{bmatrix} \gamma^\nu \end{bmatrix} = \gamma \quad (8) \\
\cdot^\nu : se(3)^n &\rightarrow se(3)^n \\
\gamma^\nu &= \begin{bmatrix} \Gamma^\nu \end{bmatrix} = \Gamma \quad (9)
\end{align*}
\]

so

where

\[
\begin{align*}
\gamma &= \begin{bmatrix} \omega \\ v \end{bmatrix}, \ \omega, v \in \mathbb{R}^3 \\
\Gamma &= (\Gamma_1, \ldots, \Gamma_n) \in se(3)^n \quad (11) \\
\gamma &\in \mathbb{R}^{6n} \\
\Gamma &= (\Gamma_1, \ldots, \Gamma_n) \in se(3)^n \quad (12)
\end{align*}
\]

The following maps are useful when working in homogeneous coordinates.

\[
\begin{align*}
(\cdot) : \mathbb{R}^3 &\rightarrow \mathbb{R}^4 \\
\hat{v} &= \begin{bmatrix} v^\top & 1 \end{bmatrix}^\top \quad (13) \\
(\cdot) : \mathbb{R}^3 &\rightarrow \mathbb{R}^4 \\
\hat{v} &= \begin{bmatrix} v^\top & 0 \end{bmatrix}^\top \quad (14) \\
(\cdot) : \mathbb{R}^{3 \times 3} &\rightarrow \mathbb{R}^{4 \times 4} \\
\hat{M} &= \begin{bmatrix} M_0 & 0 \\ 0 & 1 \end{bmatrix} \quad (15)
\end{align*}
\]

Observe the following identities for \(\Gamma \in se(3), v \in \mathbb{R}^3\).

\[
\begin{align*}
\Gamma \hat{v} &= F(v) \Gamma^\nu \\
F(v) &= \begin{bmatrix} -v_x I_3 \\ 0 \end{bmatrix} \quad (16) \\
\Gamma^{\nu \top} \hat{v} &= G(v) \Gamma^\nu \\
G(v) &= \begin{bmatrix} v_x & 0 \\ 0 & v^\top \end{bmatrix} \quad (17)
\end{align*}
\]

We define the symmetric and skew-symmetric projections of \(\mathbb{R}^{n \times n}\), \(P_s\) and \(P_a\) respectively, and the unique orthogonal projection, \(P\), of \(\mathbb{R}^{4 \times 4}\) onto \(se(3)\) with respect to the Frobenius inner product.

\[
\begin{align*}
P_s : \mathbb{R}^{n \times n} &\rightarrow \text{sym}(n) \\
P_s (M) &= \frac{1}{2} (M + M^\top) \quad (18) \\
P_a : \mathbb{R}^{n \times n} &\rightarrow so(n) \\
P_a (M) &= \frac{1}{2} (M - M^\top) \quad (19) \\
P : \mathbb{R}^{4 \times 4} &\rightarrow se(3) \\
P \left( \begin{bmatrix} A_{3 \times 3} & B_{3 \times 1} \\ C_{1 \times 3} & D_{1 \times 1} \end{bmatrix} \right) &= \begin{bmatrix} P_a (A) B \\ 0 \\ 0 \end{bmatrix} \quad (20)
\end{align*}
\]

Lastly, we define the element-wise multiplication operator, \(\odot\), for a general group, \(G\).

\[
(\cdot) \odot G^n \times G^n \rightarrow G^n \quad (21)
\]

\[
(x_1, \ldots, x_n) \odot (y_1, \ldots, y_n) \quad (22)
\]

We will omit the \(\odot\) symbol when the meaning is clear from context.

2.2 Metrics

Let \(T_x SE(3)\) denote the tangent space to the manifold \(SE(3)\) at the point \(X\). Note that the Lie algebra \(se(3)\) coincides with \(T_x SE(3)\) and that for all \(\Gamma \in se(3)\), the tangent vector \(\Xi \in T_x SE(3)\).

Let the metric \((\cdot, \cdot)_X : T_x SE(3) \times T_x SE(3) \rightarrow \mathbb{R}\) denote the standard left-invariant Riemannian metric on \(SE(3)\), that is
\[ \langle X\Gamma, X\Psi \rangle_X = \langle \Gamma, \Psi \rangle_I = \langle \Gamma, \Psi \rangle \] (23)
\[ = \text{tr} \left( \begin{bmatrix} 0.5I_3 & 0 \\ 0 & 1 \end{bmatrix} \Gamma^\top \Psi \right) \] (24)
\[ = \langle \Gamma^\vee, \Psi^\vee \rangle = (\Gamma^\vee)^\top \Psi^\vee \] (25)
for \( \Gamma, \Psi \in \mathfrak{se}(3) \).

We define the distance function, \( d_P \), applied to two elements \( X_1, X_2 \in SE(3)^n \), weighted by a positive definite matrix \( P \in \mathbb{R}^{6n \times 6n} \geq 0 \) as
\[ d_P(X_1, X_2) := \sqrt{\text{tr} \left( P (X_2^1 \otimes X_1)^\gamma, \log(X_2^1 \otimes X_1)^\gamma \right)} \] (26)

### 2.3 Differential Geometric Notation

Let \( f : SE(3) \to \mathbb{R} \) denote a differentiable map. Then \( D_X f(X) : T_X SE(3) \to \mathbb{R} \) denotes the Fréchet derivative and we have
\[ D_X f(X) \circ (X\Gamma) = \nabla_X f(X), \nabla_X f(X) \] (27)
where \( X\Gamma \in T_X SE(3) \) denotes the tangent direction in which the derivative is evaluated and \( \nabla_X f(X) \) denotes the gradient at the point \( X \) with respect to the metric \( \langle \cdot, \cdot \rangle_X \).

The second order differential map \( D_X^2 f(X) : T_X SE(3) \times T_X SE(3) \to \mathbb{R} \) is defined as
\[ D_X^2 f(X) \circ (X\Gamma, X\Psi) = \text{Hess}_X f(X) \circ (X\Psi, X\Gamma_X) \] (28)
\[ = \text{Hess}_X f(X) \circ (X\Gamma, X\Psi) \] (29)
where \( \text{Hess}_X f(X) \) denotes the Hessian operator. The map can also be written in terms of first-order derivatives:
\[ D_X^2 f(X) \circ (X\Gamma, X\Psi) = D_X (D_X f(X) \circ (X\Gamma)) \circ (X\Psi) \]
\[ = \text{Hess}_X f(X), X\mathbf{A}_\phi(\Gamma) \] (30)
where \( \mathbf{A}_\phi : \mathfrak{se}(3) \to \mathfrak{se}(3) \) is the connection function. In this paper, we use the symmetric Cartan connection:
\[ \mathbf{A}_\phi(\Gamma) := \frac{1}{2} (\Psi \Gamma - \Gamma \Psi) \] (31)

### 3. PROBLEM FORMULATION

We consider \( n \) mobile robots in a fully-connected network with node set \( N = \{1, \ldots, n\} \). A set of \( r \) landmarks \( L = \{l_i \in \mathbb{R}^3 \mid i = 1, \ldots, r\} \) are placed in the environment at fixed locations. Each robot is equipped with a suite of interoceptive and exteroceptive sensors as well as a method to communicate directly to other robots in the network. We aim to derive a deterministic second-order approximate minimum energy filter to estimate the pose of each robot in the network. Initially, this will be formulated as a set of centralised equations but we will show how the filter can be decoupled and distributed among the robots in the network.

#### 3.1 Kinematics

The rotation, \( R_i \), and translation, \( p_i \), of each robot \( i \in N \) with respect to a fixed reference frame is represented as a 4×4 homogeneous matrix, \( X_i \). The pose has the following left-invariant kinematics.
\[ X_i = \begin{bmatrix} R_i & p_i \\ 0 & 1 \end{bmatrix} \in SE(3) \quad \Omega_i = \begin{bmatrix} \omega_i \\ \varepsilon_i \end{bmatrix} \in \mathfrak{se}(3) \] (32)
\[ \dot{X}_i = X_i \Omega_i \quad X_i(0) = X_{i,0} \] (33)

where \( \omega_i \) and \( \varepsilon_i \) are the angular and linear velocities of the robot with respect to the reference frame.

#### 3.2 Measurements

A robot, \( i \), can independently measure its own velocity. The measurement, \( u_i \), is corrupted by zero-mean sensor noise, \( \epsilon_i \in \mathbb{R}^6 \).
\[ u_i = \begin{bmatrix} \omega_i \\ \varepsilon_i \end{bmatrix} + B_i \epsilon_i \] (34)
where \( B_i \in \mathbb{R}^{6 \times 6} \) is determined by the sensor properties.

Each robot is equipped with a sensor that measures the relative translation between the robot and landmarks in the environment. A measurement, \( y \in \mathbb{R}^3 \), of the landmark \( l \in L \) taken by robot \( i \) is corrupted by zero-mean sensor noise, \( \eta \in \mathbb{R}^3 \).
\[ \tilde{y} = X_i^{-1} l + \hat{C} \delta \] (35)
where \( C \in \mathbb{R}^{3 \times 3} \) is determined by the sensor properties.

A similar sensor on each robot also measures the relative translation to other robots in the network. A robot, \( i \), senses and identifies a known marker point, \( m_j \), affixed to another robot, \( j \). The measurement, \( z_{ij} \in \mathbb{R}^3 \), is corrupted by zero-mean sensor noise, \( \eta \in \mathbb{R}^3 \).
\[ \tilde{z}_{ij} = X_i^{-1} X_j m_j + \hat{D} \eta \] (36)
where \( D \in \mathbb{R}^{3 \times 3} \) is determined by the sensor properties.

The marker point, \( m_j \), is known and is defined with respect to the body-fixed frame of robot \( j \).

Landmark and robot measurements are not necessarily available at all times or to all robots. Measurements may be intermittent and a robot may only be able to observe a subset of \( L \) and \( N \) at any given time.

#### 3.3 Global State Formulation

We introduce the global state variable, \( X \), which comprises of the states of all robots in the network.
\[ X := (X_1, \ldots, X_n) \in SE(3)^n \] (37)
We then have
\[ X := X \circ (\Omega_1, \ldots, \Omega_n), \quad X(0) = X_0 \] (38)
and denote
\[ u := (u_1, \ldots, u_n), \quad \epsilon := (\epsilon_1, \ldots, \epsilon_n) \] (39)

#### 3.4 Cost Functional

As discussed in Section 3.2, each robot can receive information from three different sensors to provide measurements of velocity, positions of landmarks and positions of other robots. We follow the approach taken by Zamani and Trumpf (2019) to define the problem in terms of a continuous-time propagation step that uses the velocity measurements, and a discrete time update step, using either the landmark or robot measurements.

Following Mortensen's formulation of the deterministic minimum energy problem (Mortensen, 1968), we introduce the following continuous-time cost functional, \( J_t \).
\[ J_t(X, \epsilon) := \frac{1}{2} d_P^2 \left( X(0), \hat{X}_0 \right) + \frac{1}{2} \sum_{i \in N} \int_0^t \| \epsilon_i \|^2 d\tau \] (40)
where $P_0$ is a positive definite matrix which weights the initial estimate. We assume that, relative to the exteroceptive measurements, the velocity measurements are available at a high enough frequency that they can be regarded as a continuous signal.

We can now formally define the minimum energy filtering problem: Given a sequence of velocity measurements, $u[0, t]$, find an estimate, $\hat{X}(t) \in SE(3)^n$, of the state of the system, $X(t)$, that minimises the cost functional $J_t(X, \epsilon)$ and is consistent with the kinematics described in (38). The estimate must also be formulated as a recursive equation, dependent only on the measurements and the state estimate at the current time.

Minimising $J_t$ is performed in two steps – firstly by minimising over $\epsilon$, and then minimising over a point $X$ on the trajectory. We introduce the value function, $V$, to represent the first step in this process.

\[
V(X, t) := \min_{\epsilon \in \partial \Theta} J_t(X, \epsilon) 
\tag{41}
\]

\[
V(X(0), 0) = \frac{1}{2} d_{P_0}(X(0) - \hat{X}_0) \tag{42}
\]

The optimal state estimate is then given by

\[
\hat{X}(t) := \arg \min_X V(X, t). \tag{43}
\]

We now consider the exteroceptive landmark and robot measurements. As in Zamani and Trumf (2019), we introduce a discrete-update value function, $V^+$, for landmark measurements. Additionally, we introduce a second value function, $V^+$, for measurements of other robots.

\[
V^+(X, t) := V(X, t) + \frac{1}{2} \|X_j - \bar{X}_j\|_P^2 \tag{44}
\]

\[
V^+(X, t) := \frac{1}{2} \|X_j - \bar{X}_j\|_P^2 \tag{45}
\]

\[
P_\epsilon := \tilde{C} \tilde{C}^T, \quad P_2 := \tilde{D} \tilde{D}^T \tag{46}
\]

The optimal minimum-energy state estimate is given by $\hat{X}^+(t)$ or $\hat{X}^+(t)$, respectively.

\[
\hat{X}^+(t) := \arg \min_X V^+(X, t) \tag{47}
\]

\[
\hat{X}^+(t) := \arg \min_X V^+(X, t) \tag{48}
\]

While these equations have been formulated for a single measurement, they are applied to each landmark or robot measurement at the time they are received.

4. RESULTS

In this section, we derive the filter equations for the centralised state estimation problem and then show how they can be decoupled and distributed among the robots in the network.

4.1 Central GAME Filter Formulation

The following lemma is a simple consequence of the relevant definitions.

**Lemma 1.** Given any two tangent directions $X\Gamma$, $X\Psi \in T_XSE(3)^n$, the Hessian of the value function, acting as a symmetric mapping with respect to the inner product is equivalently represented with a positive definite matrix, $P \in \mathbb{R}^{6n \times 6n}$, operating on vectors $\Gamma^\Psi, \Psi^\Gamma \in \mathbb{R}^{6n}$.

\[
\langle P\Psi^\Gamma, \Gamma^\Psi \rangle := \langle \text{Hess}_X V^+(X, t) \circ X\Psi, X\Gamma \rangle |_{X = \hat{X}(t)} \tag{49}
\]

Propagating Velocity Measurements. Following the methodology in Theorem 1 and Theorem 2 of Zamani and Trumf (2019) results in the following filter state propagation equations for the centralised system.

\[
\hat{X}(t) = \hat{X}(t) \circ u(t) \tag{50}
\]

\[
\hat{P}(t) = -PB\bar{B}^T P + \bar{P}_a(\hat{P} U) \tag{51}
\]

where

\[
\hat{U} := \left[ \begin{array}{c} (u_a) \times \\ \{u_a\} \times \{u_a\} \times \end{array} \right], \tag{52}
\]

\[
\hat{B} := \text{blkdiag}(B_1, B_2, \ldots, B_n) \tag{53}
\]

We note here that $B$ is block diagonal, indicating our assumption that velocity measurements on-board one robot are independent of all other robots.

**Landmark Measurement Update**

**Theorem 2.** Consider a single relative position measurement of a landmark, $y$, as defined in (35). The approximate minimum-energy recursive solution to the estimate of the state $X$, as defined in (47) is

\[
\hat{X}^+ = \hat{X} \circ \Theta \tag{55}
\]

where

\[
\Theta = \exp \left( \left( -P^+ \right)^{-1} \left( \hat{X}^{-1} \nabla X V^+(\hat{X}(t), t) \right)^\top \right) \tag{56}
\]

\[
\nabla X V^+(\hat{X}(t), t) = \bar{X}_i \hat{P} \left( \hat{X}_i \hat{P} \left( \hat{X}_i \hat{y} - \bar{l} \hat{y} \right)^\top \right) \tag{57}
\]

\[
\nabla X_j V^+(\hat{X}(t), t) = 0 \quad \forall j \neq i \tag{58}
\]

$P^+$ is the matrix equivalent to $\text{Hess}_X V^+(\hat{X}(t), t)$, as defined in Lemma 1, and can be calculated as

\[
P^+ = P + Q \tag{59}
\]

\[
Q_{ii} = \bar{P}_a \left( \hat{F}(\hat{y}) \right) G_\Gamma \hat{P}_i \hat{X}_i \hat{F}(\hat{y}) \tag{60}
\]

\[
Q_k = 0 \quad \forall k \neq (i, i) \tag{61}
\]

Here, $Q \in \mathbb{R}^{6n \times 6n}$ is indexed in blocks of $6 \times 6$ elements, so that $Q_{ii}$ refers to the $i$th $6 \times 6$ block matrix on the diagonal of $Q$. Recall the definitions of $F$ and $G$ from (16) and (17), respectively.

**Proof:** We first perform a Taylor expansion of $V^+(X, t)$ to second order around the point $X = \hat{X}(t)$ along the geodesic $\Psi = \log(X^{-1} \circ X)$. This yields an approximate solution as the value function is not guaranteed to be of second order. Ignoring the higher order terms,

\[
V^+(X, t) = V^+(\hat{X}(t), t) + \langle \nabla X V^+(\hat{X}(t), \hat{X}) \Psi, \hat{X} \Psi \rangle + \frac{1}{2} \langle \text{Hess}_X V^+(\hat{X}(t), t) \circ \hat{X} \Psi, \hat{X} \Psi \rangle \tag{62}
\]

As a consequence of (47), we have

\[
\{D_X V^+(X, t) \circ X\Gamma \}_{X = \hat{X}(t)} = 0 \tag{63}
\]
which we can substitute in (62). Combined with the consequence from (43) that \( \nabla_X V(\hat{X}, t) = 0 \), it follows that

\[
0 = \left\{ \nabla_X V(\hat{X}(t), t), D_X(\nabla_X \Psi) \circ \left( \hat{X} \Gamma \right) \right\} + \left\{ \text{Hess}_X V(\hat{X}(t), t) \circ \nabla_X \Psi, \right. \\
\left. D_X(\nabla_X \Psi) \circ \left( \hat{X} \Gamma \right) \right\} _{X=X^+(t)}
\]  

(64)

Rearranging to solve for \( \hat{X}^+(t) \), together with (49), results in (55). Equation (57) is then derived by evaluating

\[
(\nabla_X, V^+(X(t), t), X(t) \Gamma)
\]

(65)

using (27), (44), and (63). We then evaluate the derivative and reformulate in terms of (24) to solve for \( \nabla_X, V^+(X(t), t) \). We calculate \( P^+ \) by observing that

\[
\text{Hess}_X V^+(\hat{X}(t), t) = \text{Hess}_X V(\hat{X}(t), t) + \text{Hess}_X \left( \frac{1}{2} \left\| X_{ij} - \ell_{ij} \right\|^2 P_{ij} \right) .
\]

(66)

\( \Box \)

**Robot Measurement Update**

**Theorem 3.** In the same manner as Theorem 2, the approximate minimum-energy recursive estimate for the state \( X \) after a robot measurement, \( z_{ij} \), can be calculated as

\[
\hat{X}^+ = \hat{X} \circ \Xi
\]

where

\[
\Xi = \exp \left\{ \left( -(P^+)^{-1} (\hat{X}^{-1} \circ \nabla_X V^+(\hat{X}(t), t))^\dagger \right)^\wedge \right\}
\]

(67)

\[
\nabla_X, V^+(\hat{X}(t), t) = \hat{X}_j P_{ij}^+(\hat{X}_i z - \hat{X}_j m) \circ \vec{z}(2I_i)
\]

(68)

\[
\nabla_X, V^+(\hat{X}(t), t) = \hat{X}_i P_{ij}^+(\hat{X}_i z - \hat{X}_j m) \circ \vec{m}(2I_j)
\]

(69)

\[
\nabla_X, V^+(\hat{X}(t), t) = 0 \quad \forall k \notin \{i, j\}
\]

(70)

\( P^+ \) is the matrix equivalent to \( \text{Hess}_X V^+(\hat{X}(t), t) \), as defined in Lemma 1, and can be calculated as

\[
P^+ = P + W
\]

(71)

\[
W_{ii} = P_{ij} \left( F(z)^\dagger G(\hat{X}_j P_{ii}^+(\hat{X}_i z - \hat{X}_j m)) \right)
\]

(72)

\[
+ F(z)^\dagger \hat{X}_i P_{ii}^+(\hat{X}_i z - \hat{X}_j m)
\]

(73)

\[
W_{ij} = F(z)^\dagger \hat{X}_j P_{ii}^+(\hat{X}_j z - \hat{X}_i m), \quad W_{ji} = W_{ij}^\dagger
\]

(74)

\[
W_{ij} = P_{ij} \left( F(m)^\dagger G(\hat{X}_j P_{ij}^+(\hat{X}_j z - \hat{X}_i m)) \right)
\]

(75)

\[
W_k = 0 \quad \forall k \notin \{ (i, i), (i, j), (j, i), (j, j) \}
\]

(76)

Here, \( W \in \mathbb{R}^{6n \times 6n} \) is indexed in the same way as \( Q \) from the previous section.

**Proof:** The proof follows along the same lines as the proof of Theorem 2.

### 4.2 Decoupled Central GAME Filter Formulation

Given the set of equations that define the propagation and update steps for the centralised GAME filter, we now attempt to decouple the equations so that the calculations can be distributed among the robots in the network. We will find that the decoupling of the filter equations is easier when working with the inverse of the Hessian, \( \Sigma \coloneqq P^{-1} \).

In the following formulation each robot, \( i \), tracks its own state estimate, \( \hat{X}_i \), and an \( n \times 6 \) sub-matrix of \( \Sigma \), \( \Sigma_{ii} \).

**Propagation Step** We note that the state propagation equation (50) is trivial to decouple.

\[
\hat{X}_i(t) = \hat{X}_i(t)u_i(t) \quad \forall i \in N
\]

(77)

To decouple the calculation for \( P \), we reformulate (51) in terms of \( \Sigma \), which allows us to separate \( \Sigma \) into components.

\[
\hat{\Sigma} = BB^\dagger - P_s(U\Sigma)
\]

(78)

\[
\hat{\Sigma}_{ii} = B_i B_i^\dagger - P_s(U_i \Sigma_{ii})
\]

(79)

\[
\hat{\Sigma}_{ij} = -\frac{1}{2} (U_i \Sigma_{ij} + \Sigma_{ij} U_j^\dagger)
\]

(80)

Here, we use the same \( 6 \times 6 \) block indexing as in previous sections. We observe that the diagonal sub-matrices, \( \Sigma_{ii} \), only depend on data local to robot \( i \), while the off-diagonal sub-matrices, \( \Sigma_{ij} \), depend on data local to both robot \( i \) and \( j \). Given that (80) is a homogeneous linear ODE, we can find an explicit solution if we assume that \( U_i \) and \( U_j \) are constant.

\[
\hat{\Sigma}_{ij}(t) = \exp \left( -\frac{\Delta t}{2} U_i \right) \Sigma_{ij}(0) \exp \left( -\frac{\Delta t}{2} U_j^\dagger \right)
\]

(81)

In reality, the velocity measurements are received from a sensor which updates at a fixed time interval, which means that \( U_i \) and \( U_j \) do remain constant for a time \( \Delta t \), which represents the time between two successive measurements. Thus, we can recursively evaluate \( \Sigma_{ij} \) at a time \( t_n \), after the \( n \)-th measurement is recorded by

\[
\hat{\Sigma}_{ij}(t_n) = \exp \left( -\frac{\Delta t}{2} U_i(t_n) \right) \Sigma_{ij}(t_{n-1}) \exp \left( -\frac{\Delta t}{2} U_j(t_n)^\dagger \right)
\]

(82)

\[
k_i(t_n) = \frac{1}{n} \sum_{k=n}^n \exp \left( -\frac{\Delta t}{2} t_k \right)
\]

(83)

\[
k_i(t_n) \coloneqq \sum_{k=n}^n \exp \left( -\frac{\Delta t}{2} t_k \right)
\]

(84)

Based on this formulation, we observe that \( K_i \) can be computed independently by robot \( i \) and similarly \( K_j \) can be computed by robot \( j \). Robot \( i \) can calculate \( \Sigma_{ij}(t_n) \) by receiving a message from robot \( j \) that contains \( K_j(t_n) \).

In this way, we show a parallel result to Roumeliotis and Bekey (2002) whereby robots can propagate their state independently and only need to share information at a time where exteroceptive measurements are taken.

**Robot Measurement Update** In the robot measurement update step, we are required to decouple (67) and (72). This would be a straightforward task for (72) if \( P \) was known, however given that the propagation step has been computed in terms of \( \Sigma \), this would require a full matrix-inversion of \( \Sigma \), which is only possible in a centralised system — not in our system where each robot is only
tracking a sub-matrix. Thus, the update step must also be reformulated and then decoupled in terms of $\Sigma$.

$$\Sigma^+ = (I_{6n} + \Sigma W)^{-1} \Sigma$$

(85)

Recall the definition of $W$ from (73) through (76). We observe that, because of the sparsity of $W$, the only elements of $\Sigma$ that need to be known in order to compute $(I_{6n} + \Sigma W)^{-1}$ are $\Sigma_{ki}$ and $\Sigma_{kj}$, $k \in N$. This corresponds to the elements of $\Sigma$ that are being tracked by robot $i$ and $j$, respectively, and means that the inverse can be computed locally between robot $i$ and $j$. Once calculated, this term can then be shared with all other robots in the network to calculate the value for $\Sigma^+$.

Similarly, (69) and (70) can be computed locally between robots $i$ and $j$, which also allows (68) to be computed locally. Each component of $\Xi$ can then be communicated to the relevant robot such that (67) can be computed locally to each robot.

$$\hat{X}_i^+ = \hat{X}_i \Xi, \quad \forall i \in N$$

(86)

One of the issues with the current formulation is that (85) requires inverting a $6n \times 6n$ matrix. However, we observe that rank$(W) \leq 12$ and we perform a singular value decomposition on $\Sigma W$ as follows.

$$TSV^T = \Sigma W$$

(87)

$$TT^T = VV^T = I_{6n}, \quad S \in \mathbb{R}^{12 \times 12}, \quad T, V \in \mathbb{R}^{6n \times 12}$$

(88)

We can then apply the matrix inversion lemma (Woodbury matrix identity) which reduces the size of the matrix that is inverted from $6n \times 6n$ to a maximum of $12 \times 12$, depending on the actual rank of $W$. $S$ is diagonal and can be trivially inverted.

$$\Sigma^+ = (I_{6n} - T(S^{-1} + V^T T)^{-1} V^T) \Sigma$$

(89)

This also reduces the size of messages that need to be communicated, as instead of sending a $6n \times 6n$ matrix, $T$, $S$, and $V$ can be sent individually, which is only $6n \times 24+12$ elements.

Landmark Measurement Update The decoupling of the landmark measurement update equations follows in a similar way to the previous section, giving

$$\Sigma^+ = (I_{6n} + \Sigma Q)^{-1} \Sigma$$

(90)

Calculating $\Sigma Q$ only requires $\Sigma_{ki}$, $k \in N$ to be known. Thus robot $i$ can perform the matrix inversion locally, and then communicate the required information for all other robots to update their state and respective components of $\Sigma^+$. Similarly, $\Theta$ can be calculated by robot $i$ and distributed to each robot to perform the update of the state estimate locally by

$$\hat{X}_i^+ = \hat{X}_i \Theta \quad \forall i \in N.$$ 

(91)

If we perform an SVD of $\Sigma Q$ in a similar way to (87), we note that rank$(Q) \leq 6$ and thus the resulting decomposition produces matrices maximally of size $6n \times 6$ and a maximum total message size of $6n \times 12 + 6$.

5. SIMULATIONS

We demonstrate the performance of the resulting filter in two Python simulations.\(^1\) The first considers the case

\[^1\] Code is available at jackhenderson.com.au
4 robots with \( r = 4 \) fixed landmarks in the environment. Velocity measurements are available to each robot at a rate of 100 Hz. In contrast to the previous scenario, each robot can observe all 4 landmarks at a rate of 10 Hz, and can observe all other robots at a rate of 10 Hz. Robots move with continuously changing random velocities in an approximately 20m \( \times \) 20m \( \times \) 20m volume. The sensor properties are the same as defined in (92) and (93). The average translation error of the three different filters is shown in Figure 2. The covariance intersection method in the Zamani and Hunjet (2019) filter was coarsely tuned to a value of \( \omega = 0.03 \).

Given the abundance of landmark measurements, both filters localise rapidly from the original initialisation error of 1.8m. However, the Zamani and Hunjet (2019) filter converges to a long-term average error of 0.074m, compared to 0.053m for our filter.

6. CONCLUSION

In this paper, we have shown how minimum energy filtering can be applied to the collaborative localisation problem. We demonstrate how our centralised filter can be decoupled and distributed among the robots in the network. The simulations presented verify that no information is lost when distributing the filters and demonstrates superior performance compared with previous work.

Planned future work includes a comparison to similar EKF filters and a demonstration on real hardware. While the all-to-all communication requirements for this algorithm may be too restrictive for many scenarios, we can use the algorithm developed here to guide further research. In the same way that Roumeliotis and Bekey (2002) has been used as the benchmark for further improvements to EKF localisation algorithms, we can use our filter as the benchmark to quantify the reduction in performance that comes with reducing communication constraints for minimum energy filters.
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