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1 Introduction

Invariant subspaces of linear operators have long played an important role
in pure and applied mathematics, including areas such as e.g. operator the-
ory and linear algebra [7],[8],[11], as well as algebraic groups, representation
theory and singularity theory [4],[25],[27],[28]. Their role in control theory
in connection with matrix Riccati equations and linear optimal control is
now well-understood and has been the subject of extensive research during
the past decades; see e.g. [22],[16]. We also mention the important connec-
tion to geometric control theory and the fundamental concept of conditioned
and controlled invariant subspaces [31]. In fact, the so-called ”quaker lemma”
completely characterizes conditioned invariant subspaces solely in terms of
invariant subspaces through the concept of a friend.
The focus of this work is on certain geometric aspects of the classification
problems for invariant and conditioned invariant subspaces. The investigation
of the geometry of the algebraic variety Invk(A) of k-dimensional A-invariant
subspaces of a vector space V goes back to the early work of Steinberg [27].
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Research Council through Backing Australia’s Ability and the ICT Centre of Excel-
lence Program.
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Motivated by applications to singularity theory, Steinberg raised the problem
of analyzing the geometry of Invk(A) and derived important results. He, as
well as Springer [25], showed that the geometry of Invk(A) could be used
to construct resolutions of singularities for the set of nilpotent matrices. It
also led to a new geometric construction of Weyl group representations [26].
Subsequent work by Spaltenstein [24] and others established basic geometric
facts about Invk(A), such as the enumeration of irreducible components via
Young diagrams, or the computation of topological invariants, such as Borel-
Moore homology groups and intersection homologies [3],[13].
Control theory has provided a different and new entry point to this circle of
ideas, as was first realized by Shayman, and Hermann and Martin [22],[16],[18].
In fact, the projective variety Invk(A) can be interpeted as a compactification
for the solution set of the algebraic Riccati equation and this link deepened
considerably the further understanding of the Riccati equation. In [21],[22],
Shayman studied the geometric properties of the solution set of the algebraic
Riccati equations, by connecting it to the geometry of Invk(A) and the Grass-
mann manifold. Interesting applications of the Grassmannian approach to
numerical linear algebra appeared in [1] and a whole circle of ideas, centering
around nilpotent matrices, representations of the symmetric group, Schubert
cycles and the classification of state feedback orbits, has been masterfully pre-
sented in [12]. Already in the late 70s, the link between invariant subspaces and
geometric control objects, such as conditioned invariant subspaces, was well
understood. A driving force for their analysis has been their ubiquitous role
in e.g. spectral factorization, linear quadratic control, H∞ and game theory,
as well as observer theory, filtering and estimation. However, it is only until
recently, that first attempts have been made towards a better understand-
ing of the geometry of the set of conditioned invariant subspaces Invk(C,A);
see [9],[10],[19],[6],[17]. The recent Ph.D. thesis [29] contains a comprehen-
sive summary. Nevertheless, it is fair to say that our current knowledge on
Invk(C,A) remains limited, with several basic questions unsolved. For exam-
ple, it is not known, whether or not Invk(C,A) is homotopy equivalent to
Invk(A), or if Invk(C,A) is a manifold. Generally speaking, the interactions
between linear systems theory and geometry or physics, despite first steps
[14],[23], have not been explored to the depth that they deserve and remain
a challenging task for future research. We are convinced, that conditioned
invariant subspaces are bound to play an important role here.
In this paper, we make an attempt to illustrate the interplay between ge-
ometry and control, by focussing on the connections between partial state
observers, spaces of invariant and conditioned invariant subspaces, and nilpo-
tent matrices. The two crucial players in our story are on the one hand the
set of pairs (A,V) of linear operators and invariant flags, and on the other
hand the set of pairs (J,V), of friends J and conditioned invariant flags V, for
a given observable pair (C,A) in dual Brunovsky form. We prove that, despite
the actual and potential singularities of Invk(A) and Invk(C,A), respectively,
these sets of pairs are actually smooth manifolds, being closely related to
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classical geometric objects such as the cotangent bundle of the flag manifold.
After having introduced these spaces and established their manifold property,
we then consider desingularizations of the set of nilpotent matrices. Here we
make contact with symplectic geometry and the moment map. State feedback
transformations enable us to construct suitable transversal slices to nilpotent
similarity orbits. Our construction of these Brunovsky slices extends that of
Steinberg [28]. The intersections of the similarity orbits with the variety of
nilpotent orbits exhibit interesting singularities, including Kleinian singular-
ities of complex surfaces. We show, at least in a generic situation, that the
proposed desingularization via conditioned invariant subspaces restricts to a
simultaneous desingularization for all the intersection varieties. We regard this
as one of our most surprising results, i.e., that conditioned invariant subspaces
provide a natural desingularization for Kleinian singularities. Unfortunately,
we cannot really give a deeper explanation of this fact, as this would require
to extend the parametrization of conditioned invariant subspaces to systems
defined on arbitrary semi-simple Lie groups. The link between linear systems
and geometry is also visible at the proof level. In fact, in order to construct
a miniversal deformation of the variety of nilpotent matrices via Brunovsky
slices, we have to extend the well–known fact (commonly referred to as the
Hermann-Martin Lemma) that state feedback transformations define a sub-
mersion on the state feedback group.

From what has been said above, it becomes evident that the pioneering con-
tributions of Clyde F. Martin to systems theory had a great impact on a
wide range of research areas. The influential character of his work on other
researchers is also visible in this paper at crucial steps. In fact, Clyde has
always been a source of inspiration, and a friend. It is a great pleasure to
dedicate this paper to him.

2 Smoothness criteria for vector bundles

A well-known consequence of the implicit function theorem is that the fibres
f−1(y) of a smooth map f : M −→ N are smooth manifolds, provided the
rank of the differential Df(x) is constant on a neighborhood of f−1(y). The
situation becomes more subtle if the rank of Df(x) is assumed to be constant
only on the fibre, but is allowed to vary outside of it. Then we cannot conclude
that f−1(y) is smooth and more refined techniques than the implicit function
theorem are needed for. In fact, this is exactly the situation that arises when
one tries to prove that certain families of conditioned invariant subspaces are
smooth manifolds. One technique that can be applied in such a situation where
the implicit function theorem fails is by realizing the space as an abstract
vector bundleX over a base manifold, suitably embedded into a smooth vector
bundle. Then one can try to employ group action arguments to prove that X
is indeed a smooth vector bundle. This therefore requires an easily applicable
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criterion, when a vector subbundle qualifies as a smooth vector bundle. In this
section, we will derive a sufficient condition for a (topological) vector bundle
to be a smooth vector bundle. The result also provides a sufficient condition in
certain situations for the pre-image of a smooth submanifold being a smooth
submanifold again. Second, quotients of smooth vector bundles with respect
to free and proper Lie group actions are shown to be smooth vector bundles.
Finally, we give a sufficient criterion for a projection map from a subset of a
product manifold onto one of the factors being a smooth vector bundle. The
criterion involves a Lie group that operates on both factors.
We begin with some standard terminology and notations. Throughout the
paper let F be the field R or C. Recall, that a Lie group action of a Lie group
G on a manifold M is a smooth map

σ : G×M −→M, (g, x) 7→ σ(g, x) = g · x

such that e · x = x, g · (h · x) = gh · x holds for all g, h ∈ G, x ∈ M . The
orbit space of σ is defined as the quotient space M/ ∼σ for the associated
equivalence relation on M , where

m ∼σ m
′ if and only if there is g ∈ G with m′ = g ·m.

Thus the points of M/G are the equivalence classes

[m]∼σ
:= {m′ | m ∼σ m

′}.

The orbit space M/G carries a canonical topology, the quotient topology,
which is defined as the finest topology for which the natural projection

π : M −→M/G, m 7→ [m]∼σ

is continous. In order to study geometric properties of the orbit space M/G
one has to consider the graph map σ̃ of the action. This is defined as

σ̃ : G×M −→M ×M, (g, x) 7→ (x, g · x).

Therefore the image of σ̃ is nothing else but the relation ∼σ seen as a subspace
of M ×M . Under certain circumstances the orbit space M/G is a manifold
again. The following necessary and sufficient condition can be found in [5,
Theorem 16.10.3].

Proposition 1. There is a unique manifold structure on M/G such that the

natural projection π is a submersion if and only if the image of the graph map

Im σ̃ is a closed submanifold of M ×M .

Recall that a group action σ is called free if the stabilizer subgroups

Gx := {g ∈ G | g · x = x}

are trivial, i.e., Gx = {e} for all x ∈M . Moreover, the action is called proper

if the graph map is proper, i.e., the inverse image σ̃−1(K) of any compact
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subset K ⊂M ×M is a compact subset of M . Suppose, σ is a free Lie group
action of G on M . Then it is easily seen that Im σ̃ is a closed submanifold of
M ×M if and only if σ̃ is a closed map, i.e., maps closed sets to closed sets.
Thus using the above quotient manifold criterion we arrive at the following
well-known manifold criterion for an orbit space.

Theorem 1. Let σ be a free and proper Lie group action of G on M . Then the

orbit space M/G is a smooth manifold of dimension dimM−dimG. Moreover,

the quotient map π : M −→ M/G is a principal fibre bundle with structure

group G.

After these basic facts we turn to the discussion of vector bundles. The fol-
lowing definition is standard, but repeated here for convenience. Let X and
B be Hausdorff spaces and let

f : X −→ B

be a continuous surjection. Let p ∈ N be fixed. For each point x ∈ B, assume
there exists an open neighborhood U and a homeomorphism

φU : U × F
p −→ f−1(U)

such that
f(φU (x, y)) = x

holds for all x ∈ U and all y ∈ F
p. Then φU is called a local trivialization of

f . For each pair φU and φV of local trivializations and each point x ∈ U ∩ V
suppose in addition that there exists a map θV,U,x ∈ GLp(F) such that

φ−1
V ◦ φU (x, y) = (x, θV,U,x(y))

for all y ∈ F
p, i.e., the induced change of coordinates function on F

p is linear.
Then f is called a topological vector bundle with fiber F

p. If X and B are
smooth manifolds, f is a smooth map, and each φU is a diffeomorphism, then
the bundle is called smooth.
The following result constitutes our proposed extension of the implicit function
theorem for fibres that are given by topological vector bundles.

Theorem 2. Let N and M be smooth manifolds, let X ⊂ N be a topological

subspace, let B ⊂M be a q-dimensional smooth submanifold and let f : X −→
B be a topological vector bundle with fiber F

p such that f is the restriction of

a smooth map

F : UX −→M

on an open neighborhood UX of X in N . Suppose, that each local trivialization

φU : U × F
p −→ f−1(U) of f is smooth as a map into N and such that

φ−1
U : f−1(U) −→ U × F

p is the restriction of a smooth map

ΦU,inv : Uf−1(U) −→M × F
p,

where Uf−1(U) is an open neighborhood of f−1(U) in N . Then X is a (q+ p)-
dimensional smooth submanifold of N and f is a smooth vector bundle.
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Proof. Given x0 ∈ X, there exists an open neighborhood U1 of f(x0) in B
and a local trivialization φU1

: U1 × F
p −→ f−1(U1) of f . Furthermore, there

exists an open neighborhood U2 of f(x0) in B and a local coordinate chart
ϕU2

: U2 −→ ϕU2
(U2) ⊂ F

q of B around f(x0). Set U := U1 ∩ U2. Then U is
open in B and φU := φU1

|U×Fp : U ×F
p −→ f−1(U) is a local trivialization of

f . Furthermore, ϕU := ϕU2
|U : U −→ ϕU (U) = ϕU2

(U) is a local coordinate
chart of B around f(x0). Define a local coordinate chart ψf−1(U) : f−1(U) −→
ϕU (U) × F

p of X around x0 by

x 7→ (ϕU ◦ pr1 ◦ φ
−1
U (x),pr2 ◦ φ

−1
U (x)).

Here pr1 and pr2 denote the projections on the first and second factor of
U × F

p, respectively. Note that f−1(U) is open in X, since f is continuous.
Note further that ϕU (U)×F

p is open in F
q×F

p, since ϕU is a local coordinate
chart of B. Since φ−1

U and ϕU are both bijective, so is ψf−1(U). Furthermore,
ψf−1(U) is continuous as a concatenation of continuous maps, and hence it is
a homeomorphism.
Now let ψf−1(U) and ψf−1(V ) be two such local coordinate charts of X with
f−1(U) ∩ f−1(V ) 6= ∅. Then

ψf−1(V ) ◦ ψ
−1
f−1(U) : ϕU (U ∩ V ) × F

p −→ ϕV (U ∩ V ) × F
p,

which is given by

(z, y) 7→ (ϕV ◦ pr1 ◦ φ
−1
V ◦ φU (ϕ−1

U (z), y),pr2 ◦ φ
−1
V ◦ φU (ϕ−1

U (z), y)) =

(ϕV ◦ ϕ−1
U (z), θV,U,ϕ−1

U
(z)(y)),

is a diffeomorphism, since ϕV ◦ ϕ−1
U is a diffeomorphism and θV,U,ϕ−1

U
(z) ∈

GLp(F). It follows that X is a (p+ q)-dimensional smooth manifold. Since the
local coordinate charts of X are continuous, the preimage of any open set in
F

q × F
p under any chart is open in X. These preimages form a basis of the

topology τ induced on X by its differentiable structure, and thus τ coincides
with the subspace topology on X, that is induced by the topology on N . Thus
X is a submanifold of N .
Since f and the inverse maps φ−1

U of all local trivializations φU of f are
restrictions of smooth maps defined on open subsets of N , they are smooth
themselves. Since each φU is also smooth, it follows that f is a smooth vector
bundle. ut

The following theorem shows that quotients of smooth vector bundles with
respect to free and proper Lie group actions are again smooth vector bundles
provided the natural compatibility condition (1) holds.

Theorem 3. Let f : X −→ B be a smooth vector bundle with fiber F
p and let

σX : G×X −→ X
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and

σB : G×B −→ B

be free and proper actions of the Lie group G on X and B, respectively. For

every local trivialization φU of f , let U consist of full G-orbits (i.e., x ∈ U
implies σB(g, x) ∈ U for all g ∈ G) and let

φU (σB(g, x), y) = σX(g, φU (x, y)) (1)

for all g ∈ G, x ∈ U and y ∈ F
p. Then

f̄ : X/G −→ B/G,

[x]∼σX
7→ [f(x)]∼σB

is a smooth vector bundle with fiber F
p.

Proof. Let x ∈ X and g ∈ G be arbitrary. Then f(x) ∈ B and hence
there exists a neighborhood U of f(x) and a local trivialization φU such
that x = φU (z, y) for appropriate z ∈ U and y ∈ F

p. But then (1) implies
f(σX(g, x)) = f(σX(g, φU (z, y))) = f(φU (σB(g, z), y)) = σB(g, z). Taking
g = e yields f(x) = z. But this means

f ◦ σX(g, x) = σB(g, f(x)) (2)

for all g ∈ G and x ∈ X.
From (2) it follows that f̄ is well defined. By Theorem 1, the spaces X/G and
B/G are both smooth manifolds. Now consider the following commutative
diagram:

X
f

πX

B

πB

X/G
f̄

B/G

Obviously, the map πB ◦ f is smooth and hence f̄ is smooth by the universal
property of quotients ([5, Proposition 16.10.4]).
For every local trivialization φU of f define a local trivialization of f̄ by

φ̄U : πB(U) × F
p −→ πX(f−1(U)),

([x]∼σB
, y) 7→ [φU (x, y)]∼σX

.

From (1) it follows that φ̄U is well defined. Since πB is an open map, it follows
that πB(U) is open in B/G. Since πB is surjective, the sets πB(U) cover B/G.
As before, the commutative diagram
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U × F
p

φU

πB × id

f−1(U)

πX

πB(U) × F
p

φ̄U
πX(f−1(U))

implies that φ̄U is smooth. Since πX and φU are both surjective, so is πX ◦φU ,
and hence φ̄U is surjective. To see that φ̄U is also injective consider x, x′ ∈ U
and y, y′ ∈ F

p with [φU (x, y)]∼σX
= [φU (x′, y′)]∼σX

. Then there exists g ∈ G
with φU (x, y) = σX(g, φU (x′, y′)) = φU (σB(g, x′), y′), i.e., x = σB(g, x′) and
y = y′, since φU is injective. It follows that ([x]∼σB

, y) = ([x′]∼σB
, y′) and φ̄U

is injective. Now the commutative diagram

f−1(U)
φ−1

U

πX

U × F
p

πB × id

πX(f−1(U))
φ̄−1

U
πB(U) × F

p

implies that φ̄−1
U is smooth, hence φ̄U is a diffeomorphism.

Now let x ∈ U and y ∈ F
p. Then

f̄(φ̄U ([x]∼σB
, y)) = f̄([φU (x, y)]∼σX

)

= [f(φU (x, y))]∼σB

= [x]∼σB
.

If φV is another local trivialization of f , x ∈ U ∩ V and y ∈ F
p, then

φ̄V ([pr1 ◦ φ
−1
V ◦ φU (x, y)]∼σB

,pr2 ◦ φ
−1
V ◦ φU (x, y)) =

[φV (pr1 ◦ φ
−1
V ◦ φU (x, y),pr2 ◦ φ

−1
V ◦ φU (x, y))]∼σX

=

[φU (x, y)]∼σX

implies

φ̄−1
V ◦ φ̄U ([x]∼σB

, y) = φ̄−1
V ([φU (x, y)]∼σX

)

= ([pr1 ◦ φ
−1
V ◦ φU (x, y)]∼σB

,pr2 ◦ φ
−1
V ◦ φU (x, y))

= ([x]∼σB
, θV,U,x(y)).

Let furthermore g ∈ G be arbitrary, then successive use of (1) implies
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θV,U,σB(g,x)(y) = pr2 ◦ φ
−1
V ◦ φU (σB(g, x), y)

= pr2 ◦ φ
−1
V ◦ σX(g, φU (x, y))

= pr2 ◦ φ
−1
V ◦ σX(g, φV (φ−1

V ◦ φU (x, y)))

= pr2 ◦ φ
−1
V ◦ σX(g, φV (x, θV,U,x(y)))

= pr2 ◦ φ
−1
V ◦ φV (σB(g, x), θV,U,x(y))

= θV,U,x(y).

Hence
θV,U,[x]∼σB

:= θV,U,x

is well defined and

φ̄−1
V ◦ φ̄U ([x]∼σB

, y) = ([x]∼σB
, θV,U,[x]∼σB

(y)).

It follows that f̄ is a smooth vector bundle with fiber F
p. ut

We now present a variant of Theorem 2, to be able to treat product space
situations.

Theorem 4. Let E be a vector space over F and B be a q-dimensional smooth

manifold. Assume that the Lie group G operates smoothly and linearly on E
via

σE : G× E −→ E, (g, v) 7→ g · v

and smoothly and transitively on B via

σB : G×B −→ B, (g, b) 7→ g · b.

Let

σE×B : G× (E ×B) −→ E ×B, (g, (v, b)) 7→ g · (v, b) := (g · v, g · b)

denote the induced action of G on the product manifold E × B and let X ⊂
E × B be a topological subspace which is closed under the action of G, i.e.,

x ∈ X implies g · x ∈ X for all g ∈ G. Suppose, that the continuous map

f : X −→ B, (v, b) 7→ b

is surjective. Let b0 ∈ B and let

E0 := {v ∈ E | (v, b0) ∈ X}

be a p-dimensional vector subspace of E. Assume further, there exists a sub-

manifold S ⊂ G and an open neighborhood U of b0 ∈ B such that

σb0 : S −→ U, s 7→ s · b0 = σB(g, b0)

is a diffeomorphism. Then X is a (q + p)-dimensional smooth submanifold of

E ×B and f is a smooth vector bundle with fiber F
p.
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Proof. We want to apply Theorem 2. Note that for all g ∈ G and x ∈ X

f(g · x) = g · f(x) (3)

The vector space E0 is isomorphic to f−1(b0) = E0 × {b0}, where {b0} is
considered as a trivial vector space. Let

ϕ : F
p −→ E0

be a vector space isomorphism, then

h : F
p −→ f−1(b0), y 7→ (ϕ(y), b0)

is also a vector space isomorphism which is clearly smooth as a map into E.
For every g ∈ G, the map

σg : B −→ B, b 7→ g · b

is a homeomorphism, and thus Ug := g · U is open for every g ∈ G. Since
G operates transitively on B, for every b ∈ B there exists g ∈ G such that
b = g · b0, hence the open sets Ug, g ∈ G cover B. For each g ∈ G, define the
continuous map

φg : Ug × F
p −→ f−1(Ug), (b, y) 7→ g · σ−1

b0

(
g−1 · b

)
· h(y),

then for all b ∈ Ug and y ∈ F
p, (3) and

g · σ−1
b0

(
g−1 · b

)
· b0 = g · σb0

(
σ−1

b0

(
g−1 · b

))

= b
(4)

imply that

f(φg(b, y)) = f
(
g · σ−1

b0

(
g−1 · b

)
· h(y)

)

= g · σ−1
b0

(
g−1 · b

)
· f(h(y))

= g · σ−1
b0

(
g−1 · b

)
· b0

= b,

i.e., φg maps indeed into f−1(Ug). Moreover, (4) implies for b ∈ Ug that
[
g · σ−1

b0

(
g−1 · b

)]−1
· b = b0 and hence x = (v, b) ∈ f−1(Ug) ⊂ X implies

[
g · σ−1

b0

(
g−1 · f(x)

)]−1
· x = (

[
g · σ−1

b0

(
g−1 · f(x)

)]−1
· v, b0),

which lies in X, since X is closed under the action of G, and hence in f−1(b0).
In particular,

[
g · σ−1

b0

(
g−1 · b

)]−1
· v ∈ E0 (5)

for all (v, b) ∈ f−1(Ug). But then the continuous map



Conditioned invariant subspaces and the geometry of nilpotent matrices 11

ψg : f−1(Ug) −→ Ug × F
p, x 7→

(

f(x), h−1(
[
g · σ−1

b0

(
g−1 · f(x)

)]−1
· x)
)

is well defined and we get for all b ∈ Ug and y ∈ F
p

ψg(φg(b, y)) =
(

f(φg(b, y)), h
−1(
[
g · σ−1

b0

(
g−1 · f(φg(b, y))

)]−1
· φg(b, y))

)

=
(

b, h−1(
[
g · σ−1

b0

(
g−1 · b

)]−1
· g · σ−1

b0

(
g−1 · b

)
· h(y))

)

= (b, y).

Thus for all x ∈ f−1(Ug)

φg(ψg(x)) = g · σ−1
b0

(
g−1 · f(x)

)
· h(h−1(

[
g · σ−1

b0

(
g−1 · f(x)

)]−1
· x)

= x

and therefore φg is a homeomorphism with inverse ψg and hence a local triv-
ialisation of f . Moreover, φg is smooth as a map into E × B, as it is a con-
catenation of smooth maps. Let π denote a smooth projector from E onto E0,
then the smooth map

k : E ×B −→ F
p, (v, b) 7→ ϕ−1(π(v))

restricts to h−1 on f−1(b0) = E0 ×{b0}. Obviously, f is the restriction of the
smooth map

F : E ×B −→ B, (v, b) 7→ b

to X ⊂ E×B. Note that F−1(Ug) is open in E×B since F is continuous and
note further that for x ∈ F−1(Ug) we have F (x) ∈ Ug and g−1 · F (x) ∈ U .
Now φ−1

g = ψg is the restriction of the smooth map

Ψg : F−1(Ug) −→ Ug × F
p, x 7→

(

F (x), k(
[
g · σ−1

b0

(
g−1 · F (x)

)]−1
· x)
)

to f−1(Ug). Finally, let g1, g2 ∈ G and let φg1
and φg2

be the two associated
local trivialisations of f , b ∈ Ug1

∩ Ug2
, and y ∈ F

p. From (4),

φg1
(b, y) = g1 · σ

−1
b0

(
g−1
1 · b

)
· (ϕ(y), b0)

= (g1 · σ
−1
b0

(
g−1
1 · b

)
· ϕ(y), b) ∈ f−1(Ug1

) ∩ f−1(Ug2
)

and hence with

α(g1, g2, b) :=
[
g2 · σ

−1
b0

(
g−1
2 · b

)]−1
· g1 · σ

−1
b0

(
g−1
1 · b

)

α(g1, g2, b) · ϕ(y) ∈ E0 follows from (5). By (4) then

α(g1, g2, b) · b0 =
[
g2 · σ

−1
b0

(
g−1
2 · b

)]−1
· b

=
[
g2 · σ

−1
b0

(
g−1
2 · b

)]−1
· g2 · σ

−1
b0

(
g−1
2 · b

)
· b0

= b0.
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Therefore

φ−1
g2

(φg1
(b, y)) =

(

f(φg1
(b, y)), h−1(

[
g2 · σ

−1
b0

(
g−1
2 · f(φg1

(b, y))
)]−1

· φg1
(b, y))

)

=
(

b, h−1(
[
g2 · σ

−1
b0

(
g−1
2 · b

)]−1
· g1 · σ

−1
b0

(
g−1
1 · b

)
· h(y))

)

= (b, h−1(α(g1, g2, b) · (ϕ(y), b0)))

= (b, ϕ−1(α(g1, g2, b) · ϕ(y))).

Since G acts linearly on E and since ϕ is a vector space isomorphism, the
change of coordinates θg1,g2,b(y) := ϕ−1(α(g1, g2, b) · ϕ(y)) on F

p is a linear
map. Hence f is a topological vector bundle and the statement follows from
Theorem 2. ut

3 The Cotangent Bundle of the Flag Manifold

With these results on submanifold criteria being out of the way, we can now
introduce our main actors on stage. The first one is the cotangent bundle of a
flag manifold and its amazing relation to the geometry of nilpotent matrices.
We will explain this connection in detail, using the symplectic nature of the
cotangent bundle and by computing an associated momentum map. But first
some basic definitions and vocabulary.
Recall, that the Grassmann manifold Grass(m,Fn) is defined as the set of
m-dimensional F-linear subspaces of F

n. It is a smooth, compact manifold
and provides a natural generalization of the familiar projective spaces. Flag
manifolds in turn provide a generalization of Grassmannians. To define them
consider arbitrary integers n, r ∈ N. A flag symbol of type (n, r) is an r-tupel
a = (a1, . . . , ar) of numbers a1, . . . , ar ∈ N with a1 < · · · < ar < n. The flag

manifold of type a is the set of partial flags V1 ⊂ · · · ⊂ Vr of linear subspaces
of F

n with prescribed dimensions a1, · · · ar. More precisely,

Flag(a,Fn) = {(V1, . . . , Vr) ∈
r∏

i=1

Grass(ai,F
n) |V1 ⊂ · · · ⊂ Vr}.

endowed with the differentiable structure inherited from the product of Grass-
mannians. For convenience of notation we set a0 = 0, ar+1 = n, V0 = {0} and
Vr+1 = F

n. Furthermore, we define bi := ai − ai−1, i = 1, . . . , r + 1. In the
case of complete flags, i.e., ai = i for i = 0, · · · , n, or, equivalently, bi = 1 for
i = 1, . . . , n, we use the simplified notation Flag(Fn) instead of Flag(a,Fn).

We are interested in the set

M(a,Fn) = {(A, (V1, . . . , Vr)) ∈ gln(F) × Flag(a,Fn) |AVi ⊂ Vi, i = 1, . . . , r}

of pairs of linear maps and the flags they leave invariant. Here gln(F) denotes
the vector space F

n×n of n × n-matrices. It is also a Lie algebra with the
commutator [A,B] = AB −BA as the Lie bracket operation.
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Theorem 5. M(a,Fn) is a smooth manifold of dimension n2 and the projec-

tion map

π : M(a,Fn) −→ Flag(a,Fn),

(A, (V1, . . . , Vr)) 7→ (V1, . . . , Vr)

is a smooth vector bundle.

Proof. We will apply Theorem 4. Clearly, the Lie group G = GLn(F) of in-
vertible n × n matrices operates linearly on the vector space E := gln(F) by
similarity

σE : GLn(F) × gln(F) −→ gln(F), (T,A) 7→ TAT−1

and transitively on the flag manifold B := Flag(a,Fn) by the canonical action

σB : GLn(F) × Flag(a,Fn) −→ Flag(a,Fn),

(T,V) = (T, (V1, . . . , Vr)) 7→ T · V := (TV1, . . . , TVr).
(6)

The topological subspace X := M(a,Fn) ⊂ gln(F) × Flag(a,Fn) is closed
under the induced action on the product space, since for every A ∈ gln(F) and
every (V1, . . . , Vr) ∈ Flag(a,Fn) the inclusion AVi ⊂ Vi implies TAT−1TVi ⊂
TVi for all i = 1, . . . , r. Since for every flag there exists a linear map that
leaves the flag invariant (e.g. the identity), the map f := π is surjective.
We set b0 := V0 ∈ Flag(a,Fn), where V0 is the standard flag

V0 = (V1, . . . , Vr) = (colspan

(
Ia1

0

)

, . . . , colspan

(
Iar

0

)

). (7)

Then the set E0 of linear maps that leave V0 invariant is the vector space

E0 :=













A11 . . . . . . A1(r+1)

0
. . .

......
. . .

. . .
...

0 . . . 0 A(r+1)(r+1)







∈ gln(F)

∣
∣
∣
∣

Aij ∈ F
bi×bj ,

1 ≤ i ≤ j ≤ r + 1







.

The open Bruhat cell

U =







(colspan















Ib1 0 . . . 0

K21
. . .

. . .
...

...
. . .

. . . 0...

. . . Ibi

K(i+1)1 . . . . . . K(i+1)i

...
...

K(r+1)1 . . . . . . K(r+1)i















)r
i=1

∣
∣
∣
∣

Kjk ∈ F
bj×bk ,

1 ≤ k < j ≤ r + 1






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in Flag(a,Fn) is an open neighborhood of b0 = V0 which is trivially diffeo-
morphic to the Lie subgroup

S :=














Ib1 0 . . . 0

K21
. . .

. . .
...

...
. . .

. . . 0
K(r+1)1 . . . K(r+1)r Ibr+1








∈ GLn(F)

∣
∣
∣
∣

Kjk ∈ F
bj×bk ,

1 ≤ k < j ≤ r + 1







of G = GLn(F) by
σV0

: S −→ U, T 7→ T · V0.

Now the manifold statement follows from Theorem 4. Concerning the dimen-
sion formula we observe that the dimension of the vector bundle M(a,Fn)
equals the dimension of the flag manifold plus the dimension of a fibre. The
dimension of a fibre is equal to the dimension of E0, i.e., to the dimension of
the space of block upper triangular matrices. On the other hand, the dimen-
sion of the flag manifold is equal to the dimension of S, i.e., to the dimension
of the set of strictly lower triangular block matrices. As these dimensions add
up to n2, the result follows. ut

We want to see that the bundle M(a,Fn) of Theorem 5 contains an isomor-
phic copy of the cotangent bundle T∗Flag(a,Fn). Observe that GLn(F) acts
transitively on Flag(a,Fn), with the stabilizer group Hn = Stab(V0) for the
standard flag V0 of (7) given by

Hn =













A11 . . . . . . A1(r+1)

0
. . .

......
. . .

. . .
...

0 . . . 0 A(r+1)(r+1)







∈ GLn(F)

∣
∣
∣
∣

Aij ∈ F
bi×bj ,

1 ≤ i ≤ j ≤ r + 1







, (8)

i.e., by the closed Lie subgroup of GLn(F) consisting of all block upper trian-
gular matrices. Let gln(F) and hn denote the Lie algebras of GLn(F) and Hn,
respectively. Thus

hn =













A11 . . . . . . A1(r+1)

0
. . .

......
. . .

. . .
...

0 . . . 0 A(r+1)(r+1)







∈ gln(F)

∣
∣
∣
∣

Aij ∈ F
bi×bj ,

1 ≤ i ≤ j ≤ r + 1







. (9)

We endow gln(F) with the nondegenerate symmetric bilinear form

(X,Y ) := tr(XY ).

Note, that the orthogonal complement of gln(F) with respect to this trace
form is exactly the linear subspace u+ of strictly upper triangular matrices
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u+ =













0 A12 . . . A1(r+1)

0
. . .

. . .
......

. . .
. . . Ar(r+1)

0 . . . 0 0







∈ gln(F)

∣
∣
∣
∣

Aij ∈ F
bi×bj ,

1 ≤ i < j ≤ r + 1







. (10)

For any V = T · V0 ∈ Flag(a,Fn), the fibre σ−1
V

(T · V0) of σV : GLn(F) −→
Flag(a,Fn), g 7→ g · V = gT · V0, is the stabilizer subgroup

Stab(V) = Stab(T · V0) = Ad(T )Hn = {TgT−1 | g ∈ Hn}.

Therefore the tangent map at the identity matrix I defines a surjective linear
map

TI σV : gln(F) −→ TV Flag(a,Fn)

that vanishes exactly on the Lie subalgebra

Ad(T )hn = {TXT−1 | X ∈ hn}.

By taking the duals, it follows that the associated dual map

T∗

I σV : T∗

V Flag(a,Fn) −→ gl∗n(F), λ 7→ λ ◦ TI σV,

maps the cotangent space T∗

V Flag(a,Fn) isomorphically onto the image set

{λ ∈ gl∗n(F) |Ad(T )hn ⊂ Kerλ}.

The trace form on the Lie algebra defines an isomorphism

τ : gl∗n(F) −→ gln(F), τ(λ) = Xλ,

where Xλ ∈ gln(F) denotes the uniquely determined element satisfying
(Xλ, Y ) = λ(Y ) for all Y ∈ gln(F). By using this isomorphism of the Lie al-
gebra gln(F) with its dual space gl∗n(F), then {λ ∈ gl∗n(F) |Ad(T )hn ⊂ Kerλ}
becomes identified with the orthogonal complement

τ({λ ∈ gl∗n(F) |Ad(T )hn ⊂ Kerλ}) = (Ad(T )hn)⊥ = Ad(T )(h⊥

n ) = Ad(T )u+.

Since u+ is invariant under similarity transformations by elements of Hn this
yields a well-defined smooth map

µ : T∗Flag(a,Fn) −→ gln(F), (V, λ) 7→ τ(λ ◦ TI σV) (11)

that maps each cotangent space T∗

V Flag(a,Fn) isomorphically onto Ad(T )u+.
By inspection, the image elements are seen to be exactly those matrices A
that satisfy AVi ⊂ Vi−1 for i = 1, . . . , r + 1. Note that AVi ⊂ Vi−1 implies
AVi ⊂ Vi, since Vi−1 ⊂ Vi, where i = 1, . . . , r + 1. This shows the following
result.
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Theorem 6. The smooth map

Φ : T∗Flag(a,Fn) −→ gln(F) × Flag(a,Fn), (V, λ) 7→ (τ(λ ◦ TI σV),V) (12)

maps the cotangent bundle T∗Flag(a,Fn) diffeomorphically onto the subbundle

{(A, (V1, . . . , Vr)) ∈ gln(F) × Flag(a,Fn) |AVi ⊂ Vi−1, i = 1, . . . , r + 1}

of M(a,Fn). This subbundle of dimension 2 dim Flag(a,Fn) will be denoted

by N(a,Fn) in the sequel. In particular, there is a bundle isomorphism of

T∗Flag(a,Fn) with the homomorphism bundle

r⊕

i=1

Hom(Vi+1/Vi, Vi).

For i = 1, . . . , r let V ⊥

i denote the orthogonal complement of Vi with respect
to the Euclidean inner product on F

n. Then we can identify the quotient space
Vi+1/Vi with V ⊥

i ∩ Vi+1 and obtain the bundle isomorphism

T∗Flag(a,Fn) '
r⊕

i=1

Hom(V ⊥

i ∩ Vi+1, Vi).

In the case of flag length r = 1 we recover the well known diffeomorphic
descriptions of the cotangent bundle of the Grassmannian.

Corollary 1.

T∗Grass(m,Fn) ' {(A,V) ∈ gln(F) × Grass(m,Fn) |AV = {0}, AF
n ⊂ V}

' Hom(V⊥,V).

Since the cotangent bundle T∗Flag(a,Fn) can be identified with the subbundle
N(a,Fn) of the bundle M(a,Fn), it makes sense to consider the restriction of
the projection map onto the first factor

pr1|T∗Flag(a,Fn) : T∗Flag(a,Fn) −→ gln(F), (A, (V1, . . . , Vr)) 7→ A.

The amazing fact now is that the linear operators arising in the image (which is
equal to the image of µ) are all nilpotent matrices! This is due to the fact that
AVi ⊂ Vi−1 for all i = 1, . . . , r + 1 implies Ar+1

F
n = Ar+1Vr+1 ⊂ V0 = {0}.

Moreover, for the complete flag manifold Flag(Fn) we conclude that the image
of µ coincides with the set Nn(F) of arbitrary nilpotent n × n-matrices over
F. This shows the following equivalent description of the cotangent bundle.

Corollary 2.

T∗Flag(Fn) ' {(A, (V1, . . . , Vn)) ∈ Nn(F) × Flag(Fn) |AVi ⊂ Vi, i = 1, . . . , n}
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Of course, all this is immediate by inspection, but in order to gain a better
geometric understanding of the connection between cotangent vectors and
nilpotent matrices, we make contact with some basic symplectic geometry
and Hamiltonian mechanics, specialized to the situation at hand.

Recall, that the cotangent bundle T∗M of an arbitrary smooth manifold M is
always a symplectic manifold, implying in particular, that each of the cotan-
gent spaces T∗

xM carries a canonically defined symplectic form ω (the Liou-
ville form). Now suppose a Lie group G with Lie algebra g acts smoothly on
M via

σ : G×M −→M, (g, x) 7→ g · x.

Note that each diffeomorphism σg : M −→ M,x 7→ g · x, g ∈ G, lifts (by
pull-back) to a diffeomorphism σ∗

g : T∗M −→ T∗M on the cotangent bundle.
By inspection, these diffeomeorphisms are seen to preserve the Liouville sym-
plectic form on T∗M . Therefore the action σ lifts to a symplectic action on
the cotangent bundle

σ̂ : G× T∗M −→ T∗M, (g, (x, λ)) 7→ (g · x, σ∗

g(x, λ)).

The tangent map of the induced smooth map σx : G −→M, g 7→ g ·x, x ∈M
defines a linear map

Te σx : g −→ TxM

that vanishes exactly on gx, the Lie algebra of the stabilizer subgroup Gx of
x. In this setting the concept of a moment map for the induced group action
on T∗M is defined. It gives a map µ : T∗M −→ g∗ from the cotangent bundle
to the dual of the Lie algebra g. It is simply defined by the dual of the tangent
map Te σx : g −→ TxM .

Definition 1. The moment map for the G-action σ̂ on T∗M is the smooth

map

µ∗ : T∗M −→ g∗, (x, λ) 7→ λ ◦ Te σx.

Duality provides us with an identification of g with g∗, given a nondegenerate
symmetric bilinear form (·, ·) on g. It therefore enables us to redefine the
moment map as a map from the cotangent bundle T∗M onto the Lie algebra
g. It should be emphasized that the definition below depends on the above
choice of a bilinear form. In contrast, the moment map on the cotangent
bundle does not require such choices and is intrinsically defined.

Definition 2. The dualized moment map

µ : T∗M −→ g, (x, λ) 7→ µx(λ)

is defined by the characterizing property

(µx(λ), ξ) = λ(Te σx(ξ)) for all ξ ∈ g.
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We want to determine the image of the map

µx : T∗

xM −→ g

for a given x ∈ M . Let Gx denote the stabilizer subgroup of x in G with Lie
algebra gx. Let

mx := g⊥x := {ξ ∈ g | (ξ, η) = 0 ∀η ∈ gx}.

Since Te σx vanishes exactly on gx we see that the image of µ∗
x is given as

Im(µ∗

x) = {λ ∈ g∗ | gx ⊂ Kerλ}

and therefore
Im(µx) = mx.

We now restrict generality by focussing on homogeneous spaces G/H of a Lie
group G by a closed Lie subgroup H. Let g and h denote their Lie algebras,
respectively. Thus we consider the transitive G-action on G/H that is defined
by left translation

σ : G×G/H −→ G/H, (g, γH) 7→ gγH.

It lifts to an action σ̂ : G×T∗(G/H) −→ T∗(G/H) on the cotangent bundle.
Fix a nondegenerate bilinear form (·, ·) on the Lie algebra g that is Ad(G)-
invariant, i.e.

(Ad(g)ξ, Ad(g)η) = (ξ, η) for all g ∈ G, ξ, η ∈ g.

Such a form always exists on, e.g., any semisimple Lie algebra g and is given
by the Killing form

(ξ, η) = tr(adξ ◦ adη).

Thus the dualized moment map

µ : T∗(G/H) −→ g

is well-defined and has image sets

Im(µgH) = mgH ,

where
mgH = (Ad(g)h)⊥

denotes the orthogonal complement of the Lie subalgebra Ad(g)h with respect
to (·, ·). By the Ad(G)–invariance of (·, ·) the above formula then simplifies to

Im(µgH) = Ad(g)(h⊥).
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After these generalities let us return to our task of interpreting the projection
map pr1 on the cotangent bundle T∗Flag(a,Fn) as a moment map. Thus we
consider the Lie group G = GLn(F) with Lie algebra gln(F). We endow gln(F)
with the Ad(GLn(F))–invariant nondegenerate bilinear form

(X,Y ) := tr(XY ).

Choose Hn to denote the parabolic subgroup of GLn(F) of all block-upper tri-
angular matrices defined by (8), let hn denote its associated Lie algebra (9).
We have observed already, that the orthogonal complement of hn with re-
spect to the trace form is the linear subspace u+ of strictly upper triangular
matrices (10) satisfying

(Ad(T )hn)⊥ = Ad(T )(h⊥

n ) = Ad(T )u+.

It follows that at every point V = T · V0 ∈ Flag(a,Fn) ' GLn(F)/Hn the set
of image points of the dualized moment map for the canonical GLn(F)-action
on the cotangent bundle T∗(GLn(F)/Hn) coincides with that of the map µ
of (11). On the other hand, µ is the first factor in the isomorphism stated in
Theorem 6. Thus, under the above identifications, this proves our claim that
the projection map

pr1|T∗Flag(a,Fn) : T∗Flag(a,Fn) −→ gln(F), (A, (V1, . . . , Vr)) 7→ A

coincides with the dualized moment map. We conclude:

Theorem 7. The set N(a,Fn) of pairs

{(A, (V1, . . . , Vr)) ∈ gln(F) × Flag(a,Fn) |AVi ⊂ Vi−1, i = 1, . . . , r + 1}

carries the structure of a symplectic manifold of dimension 2 dim Flag(a,Fn)
such that the GLn(F)-similarity action

(T, (A, (V1, . . . , Vr)) 7→ (TAT−1, (TV1, . . . , TVr))

becomes a symplectic action. The moment map for this action is

pr1|T∗Flag(a,Fn) : T∗Flag(a,Fn) −→ gln(F), (A, (V1, . . . , Vr)) 7→ A.

Its image consists of nilpotent matrices.

It is possible to derive similar explicit formulas for the cotangent bundle of
homogeneous spaces that are defined by other classical Lie groups. For the
fun of it, we mention one further example, the Lagrangian Grassmann man-

ifold LG(n) of n-dimensional Lagrangian subspaces of F
2n. Thus LG(n) is

a compact submanifold of the Grassmannian Grass(n,F2n), consisting of all
maximal isotropic subspaces of F

2n with respect to the standard symplectic
form Ω. Let
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Spn(F) := {T ∈ GL2n(F) | T>ΩT = Ω}

denote the Lie group of symplectic transformations and

Hamn(F) = {X ∈ gl2n(F) | X>Ω +ΩX = 0}

the associated Lie algebra of Hamiltonian 2n×2n-matrices. Then Spn(F) acts
transitively on LG(n) and therefore LG(n) is a homogeneous space. Thus the
above method applies and we obtain the following result. We leave the details
of the proof to the reader.

Theorem 8. The cotangent bundle of the Lagrangian Grassmannian is dif-

feomorphic to

T∗LG(n) ' {(A,V) ∈ Hamn(F) × LG(n) |AV = {0}, AF
2n ⊂ V}

Moreover, the Spn(F)-similarity action

(T, (A,V)) 7→ (TAT−1, T · V)

is a symplectic action. The moment map for this action is

pr1|T∗LG(n) : T∗LG(n) −→ Hamn(F), (A,V) 7→ A.

Its image consists of nilpotent Hamiltonian matrices.

4 A generalization of the Hermann–Martin Lemma

Lemma 1 and Theorem 9 below are taken from the classical paper [15] by
Robert Hermann and Clyde Martin (their theorems 4.1-4.3 are formulated in
the dual setup of controllable pairs).

Lemma 1 (Hermann-Martin Lemma). Let (C,A) ∈ F
p×n × F

n×n and

consider the map

g : F
n×n × F

n×p −→ F
n×n,

(X,Y ) 7→ [X,A] − Y C

The following statements are equivalent.

1. (C,A) is observable.

2. Let Z ∈ F
n×n then [A,Z] = 0 and CZ = 0 implies Z = 0.

3. The map g is surjective.

As an immediate consequence we get the following theorem.
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Theorem 9 (Hermann-Martin). Let (C,A) ∈ F
p×n × F

n×n. The map

f : GLn(F) × F
n×p −→ gln(F),

(T, J) 7→ T (A− JC)T−1

is a submersion if and only if (C,A) is observable. Then the Brunovsky orbit

Γ(C,A) = Im f = {T (A− JC)T−1 ∈ gln(F) |T ∈ GLn(F), J ∈ F
n×p}

is an open submanifold of gln(F).

Note, that the elements of the Brunovsky orbit are completely characterized
by Rosenbrock’s theorem [20]. In the sequel we will utilize Theorem 9 to con-
struct various manifold structures that are closely related to the flag manifolds
Flag(a,Fn) and the manifold M(a,Fn) of Section 3. These manifolds will turn
out to be related to observers for linear control systems (Section 5), as well as
to desingularisations of the variety Nn(F) of nilpotent matrices (Section 6).
Fix a pair (C,A) ∈ F

p×n × F
n×n and recall the following standard definition

from geometric control theory [31].

Definition 3. An F-linear subspace V of F
n is called (C,A)-invariant (or

conditioned invariant) if there exists a J ∈ F
n×p such that (A − JC)V ⊂ V.

Such a J is called a friend of V. An equivalent condition is A(V∩KerC) ⊂ V.

This definition is easily extended to flags of subspaces.

Definition 4. A flag V = (V1, . . . , Vr) ∈ Flag(a,Fn) is called (C,A)-invariant
(or conditioned invariant) if its elements have a common friend, i.e., if there

exists a J ∈ F
n×p such that (A − JC)Vi ⊂ Vi, i = 1, . . . , r. For the sake of

brevity we will write (A− JC)V ⊂ V.

Note that with our notation V0 = {0} and Vr+1 = F
n a flag V = (V1, . . . , Vr) ∈

Flag(a,Fn) is conditioned invariant if and only if (A − JC)Vi ⊂ Vi, i =
0, . . . , r + 1. Now consider the set

InvJ(a,Fn) := {(J,V) ∈ F
n×p × Flag(a,Fn) | (A− JC)V ⊂ V}

of conditioned invariant flags and their friends and the set

InvTJ(a,Fn) := {(T, J,V) ∈ P (a,Fn) |T (A− JC)T−1
V ⊂ V},

where P (a,Fn) denotes the product space GLn(F) × F
n×p × Flag(a,Fn). As

with the flag manifolds we will write InvJ(Fn) and InvTJ(Fn) in the case of
full flags, respectively.

Theorem 10. Let (C,A) ∈ F
p×n×F

n×n be observable. Then InvJ(a,Fn) and

InvTJ(a,Fn) are smooth manifolds of dimensions pn and n2+pn, respectively.



22 Uwe Helmke and Jochen Trumpf

Proof. Theorem 9 implies that the map

φ : P (a,Fn) −→ gln(F) × Flag(a,Fn),

(T, J,V) 7→ (T (A− JC)T−1,V)

is a submersion and hence the preimage InvTJ(a,Fn) = φ−1(M(a,Fn)) is a
smooth maniflod. Now consider the self-map ϕ : (T, J,V) 7→ (T, J, T · V) on
the product manifold P (a,Fn), where the dot denotes the GLn(F)-action (6)
on Flag(a,Fn). Clearly, ϕ is a diffeomorphism and hence Theorem 9 implies
that the map

ψ : P (a,Fn) −→ gln(F) × Flag(a,Fn),

(T, J,V) 7→ (T (A− JC)T−1, T · V)

is a submersion. Hence the preimage

ψ−1(M(a,Fn)) = {(T, J,V) ∈ P (a,Fn) |T (A− JC)T−1T · V ⊂ T · V}

= {(T, J,V) ∈ P (a,Fn) | (A− JC)V ⊂ V}

= GLn(F) × InvJ(a,Fn)

is a smooth manifold. Now the canonical left action of GLn(F) on itself induces
the free and proper action

σ : GLn(F) × ψ−1(M(a,Fn)) −→ ψ−1(M(a,Fn)),

(S, (T, J,V)) 7→ (ST, J,V)

and hence by Theorem 1 the orbit space ψ−1(M(a,Fn))/GLn(F) = InvJ(a,Fn)
is a smooth manifold. To verify the dimension formula, we focus on InvJ(a,Fn).
Since ψ is a submersion, the codimension of ψ−1(M(a,Fn)) in P (a,Fn) equals
the codimension of M(a,Fn) in gln(F) × Flag(a,Fn). Thus

n2 + pn+ dim Flag(a,Fn) − dimψ−1(M(a,Fn)) =

n2 + dim Flag(a,Fn) − dimM(a,Fn) = dim Flag(a,Fn).

On the other hand, dimψ−1(M(a,Fn)) = n2 +dim InvJ(a,Fn), and the result
follows. ut

Other spaces of interest are the following two subsets of InvJ(a,Fn) and
InvTJ(a,Fn), respectively, where all the friends J yield nilpotent maps A−JC.

NilJ(a,Fn) :={(J,V) ∈ F
n×p×Flag(a,Fn) | (A−JC)Vi ⊂ Vi−1, i = 1, . . . , r+1}

and

NilTJ(a,Fn) :={(T, J,V)∈P (a,Fn) |T (A−JC)T−1Vi⊂Vi−1, i =1, . . . , r+1}.
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For the case of full flags it follows from the discussion in Section 3 (cf. Corol-
lary 2) that indeed

NilJ(Fn) = {(J,V) ∈ InvJ(Fn) |A− JC ∈ Nn(F)} and

NilTJ(Fn) = {(T, J,V) ∈ InvTJ(Fn) |T (A− JC)T−1 ∈ Nn(F)}.

Theorem 11. Let (C,A) ∈ F
p×n ×F

n×n be observable. Then NilJ(a,Fn) and

NilTJ(a,Fn) are smooth manifolds of dimensions pn− n2 + 2dim Flag(a,Fn)
and pn− 2 dim Flag(a,Fn), respectively.

Proof. The proof follows along the lines of the proof of Theorem 10 but re-
placing M(a,Fn) with the subbundle N(a,Fn) from Theorem 6 which is dif-
feomorphic to the cotangent bundle T∗Flag(a,Fn). ut

In view of the Hermann-Martin Lemma 1, it is obvious that the map g is
surjective if and only if the restricted map

gS : F
n×n × S −→ F

n×n,

(X,Y ) 7→ [X,A] − Y C

is surjective, where S is any vector subspace of F
n×p with S+L = F

n×p, and

L := {Y ∈ F
n×p | ∃X ∈ F

n×n : [X,A] = Y C}.

In [30, Lemma 1], an explicit formula for this solution set is given for an ar-
bitrary pair (C,A) in dual Brunovsky canonical form. As an example for a
subspace of minimal dimension choose S∗ := L⊥, where ⊥ denotes the orthog-
onal complement with respect to a given inner product on F

n×p. However, if
we want to derive an analogon to Theorem 9 for restricted J-sets S, matters
become more complicated, as one needs to prove the simultaneous surjectivity
of all the maps

gS,J : F
n×n × S −→ F

n×n,

(X,Y ) 7→ [X,A− JC] − Y C

with J ∈ S. Of course, as is stated in Theorem 9, the choice S = F
n×p works,

but one would like to know whether there is also such an S of smaller or even
minimal dimension.
The relevance of this question will become clearer in Section 6, where we
relate it to the construction of miniversal deformations for nilpotent similarity
orbits and subsequently to resolutions of singularities in Nn(F). Here is our
conjectured generalization of the Hermann-Martin Lemma 1.

Conjecture 1. Denote by ⊥ the orthogonal complement with respect to the

inner product (Y,Z) := Re tr(Y ∗Z) on F
n×p, where Y ∗ := Ȳ > denotes Her-

mitian transpose. Let (C,A) ∈ F
p×n × F

n×n be observable. Then for all

J ∈ S∗ := L⊥ the map gS∗,J is surjective and hence the map
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fS∗ : GLn(F) × S∗ −→ F
n×n,

(T, J) 7→ T (A− JC)T−1

is a submersion.

In Section 6 we will prove this conjecture in some special cases. For the time
being let us state some of its consequences which follow along the lines of the
proofs of Theorem 10 and Theorem 11.

Theorem 12. Let (C,A) ∈ F
p×n × F

n×n be observable and let P ∗(a,Fn) de-

note the product space GLn(F)×S∗×Flag(a,Fn). If Conjecture 1 is true then

all of the following sets are smooth manifolds.

InvJ∗(a,Fn) := {(J,V) ∈ S∗ × Flag(a,Fn) | (A− JC)V ⊂ V}

InvTJ∗(a,Fn) := {(T, J,V) ∈ P ∗(a,Fn) |T (A− JC)T−1
V ⊂ V}

NilJ∗(a,Fn) :={(J,V)∈S∗×Flag(a,Fn) | (A−JC)Vi⊂Vi−1, i = 1, .., r + 1}

NilTJ∗(a,Fn) :={(T, J,V)∈P ∗(a,Fn) |T (A−JC)T−1Vi⊂Vi−1, i =1, .., r + 1}

Once again we will write InvJ∗(Fn), InvTJ∗(Fn), NilJ∗(Fn) and NilTJ∗(Fn)
in the case of full flags, respectively. In this case we get

NilJ∗(Fn) = {(J,V) ∈ InvJ∗(a,Fn) |A− JC ∈ Nn(F)} and

NilTJ∗(Fn) = {(T, J,V) ∈ InvTJ∗(a,Fn) |T (A− JC)T−1 ∈ Nn(F)}

Note that all the starred manifolds are submanifolds of the corresponding un-

starred ones.

5 Conditioned invariant subspaces and observers

In the case of flag length one, i.e. for Grassmann manifolds, we give an al-
ternative proof that InvJ((k),Fn) is a smooth manifold. This is done by the
technique developed in Theorem 2 and Theorem 3, i.e. by forming a smooth
vector bundle over a smooth base manifold and subsequent quotient construc-
tion. The base manifold is the manifold of tracking observer parameters which
is introduced below. This section thus highlights a surprisingly close connec-
tion of the previously developed ideas with observer theory.

We consider linear finite-dimensional time-invariant control systems of the
following form.

ẋ = Ax+Bu

y = Cx,
(13)

where A ∈ F
n×n, B ∈ F

n×m and C ∈ F
p×n. It is known that, given (C,A) ∈

F
p×n × F

n×n, the set
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Invk(C,A) = {V ∈ Grass(k,Fn) | ∃J ∈ F
n×p : (A− JC)V ⊂ V}

of (C,A)-invariant subspaces with prescribed dimension k allows a stratifi-
cation into smooth manifolds, the so-called Brunovsky-Kronecker strata [6].
However, it is still unclear whether Invk(C,A) is a smooth manifold itself.
Consider now the set

InvJk := InvJ((k),Fn) = {(J,V) ∈ F
n×p × Grass(k,Fn) | (A− JC)V ⊂ V}

of (C,A)-invariant subpaces with fixed dimension and their friends. We want
to see that InvJk is a smooth manifold by relating it to the manifold of tracking
observer parameters through the construction of a smooth vector bundle.

Definition 5. A tracking observer for the linear function V x of the state of

system (13), V ∈ F
k×n, is a dynamical system

v̇ = Kv + Ly +Mu, (14)

K ∈ F
k×k, L ∈ F

k×p and M ∈ F
k×m, which is driven by the input u and by the

output y of system (13) and has the tracking property: For every x(0) ∈ F
n,

every v(0) ∈ F
k and every input function u(.)

v(0) = V x(0) ⇒ v(t) = V x(t) for all t ∈ R.

k is called the order of the observer.

Note that the tracking property makes a statement about all trajectories of
system (13): whatever starting point x(0) and whatever input u(t) is chosen,
setting v(0) := V x(0) must make the observer track the given function.

Theorem 13. System (14) is a tracking observer for V x if and only if

V A−KV = LC

M = V B.
(15)

In this case the tracking error e(t) = v(t)−V x(t) is governed by the differential

equation ė = Ke.

Proof. Let the system (14) satisfy equations (15). Set e(t) = v(t) − V x(t).
Then

ė = v̇ − V ẋ

= (Kv + Ly +Mu) − V (Ax+Bu)

= Kv + LCx+Mu− V Ax− V Bu

= Kv −KV x+KV x+ LCx− V Ax+Mu− V Bu

= K(v − V x) − (V A−KV − LC)x+ (M − V B)u

= Ke,
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where the last equation follows from (15). Now e(0) = 0, i.e., v(0) = V x(0)
implies e(t) = 0, i.e., v(t) = V x(t) for all t ∈ R.
Conversely let (14) be a tracking observer for V x. Again set e(t) = v(t) −
V x(t). Then

ė = Ke− (V A−KV − LC)x+ (M − V B)u.

Let x(0) and u(0) be given and set v(0) = V x(0), i.e., e(0) = 0. Then e(t) = 0
for all t ∈ R implies

ė(0) = Ke(0) − (V A−KV − LC)x(0) + (M − V B)u(0)

= (V A−KV − LC)x(0) + (M − V B)u(0)

= 0.

Since x(0) and u(0) were arbitrary it follows V A−KV −LC = M −V B = 0,
i.e., equations (15). ut

The next theorem provides the link to conditioned invariant subspaces.

Theorem 14. There exists a tracking observer for the linear function V x of

the state of system (13) if and only if V = KerV is (C,A)-invariant.

Proof. Let the system (14) be a tracking observer for V x. According to
Theorem 13 it follows V A − KV = LC. Let x ∈ KerV ∩ KerC. Then
V Ax = V Ax − KV x = LCx = 0 and Ax ∈ KerV . With V = KerV it
follows A(V ∩ KerC) ⊂ V and V is (C,A)-invariant.
Conversely let V ∈ F

k×n and let V = KerV be (C,A)-invariant. There exists
J ∈ F

n×p such that (A−JC)V ⊂ V. But then there exists a matrix K ∈ F
k×k

such that V (A−JC) = KV . Setting L := V J yields V A−KV = LC. Define
M := V B. According to Theorem 13 the system v̇ = Kv + Ly + Mu is a
tracking observer for V x. ut

If V is of full row rank k then the spectrum of a corestriction of A to KerV ,
i.e., of the map (A − JC)|Fn/V where J is a friend of V, is reflected in the
matrix K of an appropriate tracking observer for V x.

Theorem 15. Let V ∈ F
k×n be of full row rank k. For every friend J ∈ F

n×p

of V := KerV there exists a unique tracking observer for V x such that K is

similar to (A − JC)|Fn/V. Conversely, for every tracking observer v̇ = Kv +
Ly+Mu for V x there exists a friend J of V such that (A−JC)|Fn/V is similar

to K.

Proof. Let (A − JC)V ⊂ V then there exists a matrix K ∈ F
k×k such that

V (A − JC) = KV , i.e. such that the following diagram commutes. Since V
has full row rank, K is uniquely determined.
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F
n

A− JC

V

F
n

V

F
k

K

F
k

This induces a quotient diagram with the induced map V̄ an isomorphism.

F
n/V

(A− JC)Fn/V

V̄

F
n/V

V̄

F
k

K

F
k

(16)

But then K is similar to (A−JC)|Fn/V. Define L := V J then the first diagram
yields V A − LC = KV . Define M := V B. It follows by Theorem 13 that
v̇ = Kv + Ly +Mu is a tracking observer for V x.
Conversely let v̇ = Kv+Ly+Mu be a tracking observer for V x. It follows by
Theorem 13 that V A−KV = LC. Since V is surjective there exists J ∈ F

n×p

such that L = V J . But then V (A − JC) = KV and hence (A − JC)V ⊂ V,
i.e., J is a friend of V. Furthermore, Diagram (16) yields that (A− JC)|Fn/V

is similar to K. ut

If the system (13) is observable then the connection between (C,A)-invariant
subspaces and tracking observers can be made very precise using the following
manifold structure. First a technical lemma.

Lemma 2. Let A ∈ F
n×n, X ∈ F

n×k and B ∈ F
k×k. Then AX − XB = 0

implies AiX − XBi = 0 for all i ∈ N. In particular, let A,X ∈ F
n×n then

[A,X] = AX −XA = 0 implies [Ai, X] = AiX −XAi = 0 for all i ∈ N.

Proof. The proof is by induction. Assume AiX −XBi = 0 then AiX = XBi

and Ai+1X−XBi+1 = AAiX−XBBi = AXBi−XBBi = (AX−XB)Bi = 0
where the last equality follows from the hypothesis AX −XB = 0. ut

Theorem 16. Let the system (13) be observable and let

Obsk = {(K,L,M, V ) ∈ F
k×(k+p+m+n) |V A−KV = LC, M = V B}

be the set of all order k tracking observer parameters for system (13). Obsk

is a smooth submanifold of F
k×(k+p+m+n) of dimension dim Obsk = k2 + kp.

Its tangent space at the point (K,L,M, V ) ∈ Obsk is

T(K,L,M,V )Obsk = {(K̇, L̇, Ṁ , V̇ ) | − K̇V − L̇C + V̇ A−KV̇ = Ṁ − V̇ B = 0}.
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Proof. Consider the map

f : F
k×(k+p+m+n) −→ F

k×(n+m),

(K,L,M, V ) 7→ (V A−KV − LC,M − V B).

It will be shown that (0, 0) is a regular value of f , hence Obsk = f−1(0, 0)
is a smooth submanifold of F

k×(k+p+m+n). The derivative of f at a point
(K,L,M, V ) is given by

Df : (K̇, L̇, Ṁ , V̇ ) 7→ (−K̇V − L̇C + V̇ A−KV̇ , Ṁ − V̇ B),

where (K̇, L̇, Ṁ , V̇ ) ∈ T(K,L,M,V )(F
k×(k+p+m+n)).

An element (ξ, η) ∈ Tf(K,L,M,V )(F
k×(n+m)) is orthogonal to the image of Df

if and only if

tr ξ∗(−K̇V − L̇C + V̇ A−KV̇ ) + tr η∗(Ṁ − V̇ B) = 0

for all (K̇, L̇, Ṁ , V̇ ) ∈ T(K,L,M,V )(F
k×(k+p+m+n)). This is equivalent to

V ξ∗ = 0

Cξ∗ = 0 (17)

η∗ = 0

Aξ∗ − ξ∗K = 0. (18)

From (18) it follows by Lemma 2 Aiξ∗−ξ∗Ki = 0 for all i ∈ N. Together with
(17) this yields








C
CA
...

CAn−1







ξ∗ = 0.

Since (C,A) is observable this implies ξ∗ = 0. It follows that Df is surjective,
f is a submersion and hence (0, 0) is a regular value of f .
The dimension of Obsk = f−1(0, 0) is k(k+ p+m+n)− k(n+m) = k2 + kp.
From the fibre theorem it follows T(K,L,M,V )Obsk = (Df)−1(0, 0). ut

Corollary 3. Being an open subset of Obsk the set

Obsk,k = {(K,L,M, V ) ∈ Obsk | rkV = k}

is a smooth submanifold of F
k×(k+p+m+n) of dimension k2 + kp.

Now consider the similarity action on Obsk,k

σ : GLk(F) × Obsk,k −→ Obsk,k,

(S, (K,L,M, V )) 7→ (SKS−1, SL, SM,SV )
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and the induced similarity classes

[K,L,M, V ]σ = {(SKS−1, SL, SM,SV ) |S ∈ GLk(F)}.

Note that σ is well defined since V A − KV = LC and M = V B imply
SV A− SKS−1SV = S(V A−KV ) = SLC and SM = SV B.

Theorem 17. The orbit space

Obsσ
k,k = {[K,L,M, V ]σ | (K,L,M, V ) ∈ Obsk,k}

of similarity classes of order k tracking observer parameters for system (13)
is a smooth manifold of dimension dim Obsσ

k,k = kp.

Proof. Since V has full row rank k for (K,L,M, V ) ∈ Obsk,k, the similarity
action is free and has a closed graph mapping (cf. Section 2): SV = V implies
S = I, furthermore Vj → V and SjVj → W imply Sj → S and W = SV .
Hence the orbit space of σ is a smooth manifold of dimension dim Obsσ

k,k =
dim Obsk,k − dim GLk(F) = k2 + kp− k2 = kp. ut

Finally, we are in the position to prove that InvJk is smooth.

Theorem 18. Let the system (13) be observable. For each k the set

InvJk = {(J,V) ∈ F
n×p × Grass(k,Fn) | (A− JC)V ⊂ V}

is a smooth manifold of dimension dim InvJk = np. The map

f̄ : InvJn−k −→ Obsσ
k,k,

(J,V) 7→ [K,L,M, V ]σ,

defined by KerV = V, M = V B, L = V J and KV = V A−LC = V (A−JC)
is a smooth vector bundle with fiber F

(n−k)×p.

Proof. Consider the set

Mn−k = {(J, V ) ∈ F
n×p × St(k, n) | (A− JC)KerV ⊂ KerV },

where St(k, n) denotes the set of full row rank k×nmatrices (Stiefel manifold).
Apparently, if (J, V ) ∈ Mn−k then KerV is a codimension k (C,A)-invariant
subspace with friend J . Consider the map

f : Mn−k −→ Obsk,k,

(J, V ) 7→ (K,L,M, V ),

where L = V J , M = V B and K is defined as the unique solution of the
equation KV = V A− LC = V (A− JC) (cf. Theorem 15, Part 1). By Theo-
rem 15, Part 2, the map f is surjective. Since K = V (A−JC)V ∗(V V ∗)−1, the
map f is continuous. Moreover, it is the restriction of a smooth map defined
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on F
n×p × St(k, n), which is an open subset of F

n×p × F
k×n. According to

Corollary 3 the set Obsk,k is a smooth submanifold of F
k×(k+p+m+n).

Given V and L = V J , the solution set of V X = V J is the affine space
V ∗(V V ∗)−1(V J) +

∏p
i=1 KerV . Furthermore, dim KerV = n− k. Therefore,

for every (K,L,M, V ) ∈ Obsk,k the fiber f−1(K,L,M, V ) is an affine space
of dimension (k − n)p.
Let V0 ∈ St(k, n). Since V0 has full row rank there exists a permutation
matrix P0 such that V0P0 =

(
X0 Y0

)
with X0 ∈ F

k×k invertible. Then W =

{
(
X Y

)
P−1

0 |X invertible} is an open neighborhood of V0 in St(k, n) and

KerV = {P0([−X
−1Y y]>, y>)> | y ∈ F

n−k} for every V =
(
X Y

)
P−1

0 ∈ W .
But then

ϕW : W × F
n−k −→ F

n ×W,

(V, y) 7→ (P0[In −

(
Ik
0

)

(V P0

(
Ik
0

)

)−1V P0]

(
0

In−k

)

y, V ) =

(P0([−X
−1Y y]>, y>)>, V )

is a smooth injective map mapping (V,Fn−k) onto (KerV, V ) for every V ∈W .
Hence ϕW is a homeomorphism onto its image. The inverse map

ϕ−1
W : ϕW (W × F

n−k) −→W × F
n−k,

(z, V ) 7→ (V,
(
0 In−k

)
P−1

0 z)

is the restriction of a smooth map defined on all of F
n × F

k×n. If V =
(
X1 Y1

)
P−1

1 =
(
X2 Y2

)
P−1

2 ∈ W1 ∩W2 then the change of coordinate func-

tion ϕ−1
W2

◦ ϕW1
induces the invertible linear transformation

ϑW2,W1,V : y 7→
(
0 In−k

)
P−1

2 P1

(
−X−1

1 Y1

In−k

)

y

on F
n−k.

Using p-fold products of ϕW it is now easy to construct local trivializations
of f . Given (K0, L0,M0, V0) ∈ Obsk,k choose the neighborhood

U := (Fk×k × F
k×p × F

k×m ×W ) ∩ Obsk,k,

which is open in Obsk,k. Let pr1 denote the projection (z, V ) 7→ z, pr2 the
projection (V, y) 7→ y and consider the map

φU : U × F
(n−k)×p −→ f−1(U),

(K,L,M, V,
(
y1 . . . yp

)
) 7→

(V ∗(V V ∗)−1L+
(
pr1(ϕW (V, y1)) . . . pr1(ϕW (V, yp))

)
, V ),

where yi, i = 1, . . . , p, denotes the i-th column of the matrix Y ∈ F
(n−k)×p.

Apparently, f(φU (K,L,M, V, Y )) = (K,L,M, V ) for all (K,L,M, V ) ∈ U
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and all Y ∈ F
(n−k)×p. Furthermore, φU is bijective by construction. Since ϕW

is smooth, so is φU . Let ei, i = 1, . . . , p, denote the i-th standard basis vector
of F

p. The inverse map

φ−1
U : f−1(U) −→ U × F

(n−k)×p,

(J, V ) 7→ (f(J, V ),
(
g1(J, V ) . . . gp(J, V )

)
),

where

gi(J, V ) = pr2(ϕ
−1
W ([J − V ∗(V V ∗)−1(V J)]ei, V )), i = 1, . . . , p,

is the restriction of a smooth map defined on F
n×p × St(k, n), which is an

open subset of F
n×p × F

k×n. It follows that φU is a homeomorphism. Finally,
if (K,L,M, V ) ∈ U1 ∩ U2 = (Fk×k × F

k×p × F
k×m × (W1 ∩W2)) ∩ Obsk,k

then the change of coordinate function φ−1
U2

◦φU1
induces the invertible linear

transformation

θU2,U1,(K,L,M,V ) :
(
y1 . . . yp

)
7→
(
ϑW2,W1,V (y1) . . . ϑW2,W1,V (yp)

)

on F
(n−k)×p.

According to Theorem 2 the set Mn−k is a smooth submanifold of F
n×p×F

k×n

of dimension dim Obsk,k+(n−k)p = k2+kp+(n−k)p = k2+np. Furthermore,
the map f is a smooth vector bundle with fiber F

(n−k)×p.
As has been shown in the proof of Theorem 17, the similarity action σ on
Obsk,k is free and proper (cf. Theorem 1). By the same arguments this is also
true for the similarity action on Mn−k:

σ : GLk(F) ×Mn−k −→ Mn−k,

(S, (J, V )) 7→ (J, SV ).

As is well known, the quotient space St(k, n)/GLk(F) is diffeomorphic to
Grass(n − k,Fn) via [V ]σ 7→ KerV , hence the quotient Mn−k/GLk(F) is
diffeomorphic to InvJn−k and the latter is a smooth manifold of dimension
dimMn−k − dim GLk(F) = k2 + np− k2 = np.
Apparently, (K,L,M, V ) ∈ U implies (SKS−1, SL, SM,SV ) ∈ U since S
being invertible and V ∈W implies SV ∈W . Furthermore,

φU (σ(S, (K,L,M, V )), Y ) =

φU ((SKS−1, SL, SM,SV ), Y ) =

((SV )∗(SV (SV )∗)−1SL+
(
pr1(ϕW (SV, y1)) . . . pr1(ϕW (SV, yp))

)
, SV ) =

(V ∗(V V ∗)−1L+
(
pr1(ϕW (V, y1)) . . . pr1(ϕW (V, yp))

)
, SV ) =

σ(S, (V ∗(V V ∗)−1L+
(
pr1(ϕW (V, y1)) . . . pr1(ϕW (V, yp))

)
, V )) =

σ(S, φU ((K,L,M, V ), Y )).

But then Theorem 3 implies that f̄ is a smooth vector bundle with fiber
F

(n−k)×p, which completes the proof. ut
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6 A resolution of singularities for nilpotent matrices

In this section we will put our previous results together to construct a resolu-
tion of singularities for the variety Nn(F) of nilpotent n×n matrices. In order
to do so, we first have to construct suitable transversal sections to nilpotent
similarity orbits. We give two different ways to do so. The first one is standard
and has been introduced by Arnol’d [2]. The second one is inspired by system
theory and uses tangent spaces to output injection orbits.

Fix a nilpotent element A ∈ Nn(F). The tangent space to the similarity orbit
O = {SAS−1 |S ∈ GLn(F)} at A then is

TA O = {[X,A] | X ∈ gln(F)}.

Definition 6. Let S ⊂ gln(F) be a linear subspace with

gln(F) = S + TAO.

Then A+ S is called an affine transverse section of O at A.

Our goal now is to construct such affine transverse sections for similarity
orbits of nilpotent matrices. This is closely related to work of Arnol’d [2] on
versal deformations of matrices. We briefly review his construction. Consider
the positive definite inner product on gln(F) defined as

(X,Y ) := Re tr(X∗Y ),

where X∗ := X̄> denotes Hermitian transpose. Let adA : gln(F) −→ gln(F)
denote the adjoint transformation by A, i.e., adA(X) := [A,X] = AX −XA.
For any A ∈ gln(F), a straightforward computation shows that Im(adA)⊥ =
Ker(adA∗). Thus we have shown

Proposition 2. For any A ∈ gln(F), the affine subspace

SA := A+ Ker(adA∗)

is an affine transverse section to the similarity orbit O at A. Here

Ker(adA∗) = {X ∈ gln(F) | [A∗, X] = 0}.

We refer to SA as the Arnol’d slice to O.

The Arnol’d slice has the advantage that it is a transversal slice of smallest
possible dimension. Thus we have the direct sum decomposition

gln(F) = Ker(adA∗) ⊕ TA O.

We illustrate this construction by an example. Let A denote the sub-regular
nilpotent matrix in Jordan canonical form
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A =







0 1 0 0
0 0 1 0
0 0 0 0
0 0 0 0






.

The tangent vectors X ∈ TA O are of the form

X =







a b c d
e f g h
0 −e i 0
0 j k 0







with f = −a− i. The kernel Ker(adA∗) consists of all matrices X of the form

X =







a 0 0 0
b a 0 0
c b a f
d 0 0 e







and thus the Arnol’d slice consists of all matrices of the form






a 1 0 0
b a 1 0
c b a f
d 0 0 e






.

The nilpotent matrices in this transversal section are characterized by ec −
df − abe = 0. Note that the block-Toeplitz matrices X ∈ Ker(adA∗) can be
interpreted as partial reachability matrices X = (g1, Fg1, F

2g1, g2), where
F := A> and g1 := (a, b, c, d)>, g2 := (0, 0, f, e)>. Indeed, this is no coinci-
dence, as can be seen from [10].

Let us now develop a system theoretic approach to the construction of
transversal sections. Choose an output matrix C ∈ F

p×n, p ≤ n suitable,
such that (C,A) is in dual Brunovsky canonical form.

Definition 7. The Brunovsky slice is the affine subspace SB := A+LC , where

LC denotes the Lie subalgebra of gln(F)

LC := {JC | J ∈ F
n×p}.

The first observation we make is that the Brunovsky slice is always an affine
transversal section to the nilpotent similarity orbit. In fact, the following
lemma is an immediate consequence of the Hermann-Martin Lemma 1.

Lemma 3. Let (C,A) ∈ F
p×n×F

n×n be an observable pair in dual Brunovsky

canonical form. Then the Brunovsky slice SB defines an affine transversal

section for the nilpotent similarity orbit O at A.

The linear subspace LC has obvious invariance properties.
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Proposition 3. Let (C,A) ∈ F
p×n × F

n×n be an observable pair in dual

Brunovsky canonical form and H := [A,AT ]. Then

adAT (LC) ⊂ LC , adH(LC) ⊂ LC , adA(LC) ⊂ LC + LCA.

Proof. The first formula is obvious, in view of the fact that CAT = 0 holds
for any for Brunovsky pair. The last formula is also straightforward to see.
For the middle one we observe that H is a diagonal matrix. Note, that C
has exactly one nonzero entry (= 1) in each row. But then CH = DC for a
diagonal matrix D. Thus adH(JC) = HJC − JCH = (HJ − JD)C and the
result follows. ut

While the Brunovsky slice intersects the similarity orbit transversally at A, it
is not one of smallest dimension. It is therefore of interest to see, if one can
reduce the number of parameters in the transversal subspace LC to obtain a
transversal section of minimal dimension. The idea here is to replace LC by
the intersection

L∗

C := LC ∩ (LC ∩ TAO)⊥

of dimension dimL∗

C = dimLC − dim(LC ∩ TAO) = n2 − dimTAO. We refer
to

SB
min := A+ L∗

C

as the minimal Brunovsky slice. Before presenting an explicit description of
L∗

C in the general case, let us return to the previous example. With C chosen
as

C =

(
1 0 0 0
0 0 0 1

)

the Brunovsky slice LC consists of matrices of the form

X =







a 0 0 e
b 0 0 f
c 0 0 g
d 0 0 h






.

Comparing this with the above formula for the tangent space elements we
conclude that L∗

C consists of matrices

X =







a 0 0 0
b 0 0 0
c 0 0 g
d 0 0 h






.

Note that this has exactly the same number of parameters as in the Arnol’d
slice, as it should be.

We will now show that our Conjecture 1 holds for this specific pair (C,A). In
the terminology of Section 4 we have L = {J ∈ F

n×p | JC ∈ LC ∩ TAO} and
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S∗ = {J ∈ F
n×p | JC ∈ L∗

C}. We have to show that L∗

C is transversal to all
the spaces TJ := {[X,A−JC] |X ∈ gln(F)} for all J ∈ S∗, not just for J = 0
where T0 = TA O. Note that TJ is the tangent space to the similarity orbit of
A− JC at A− JC. For

X =







a e i m
b f j n
c g k p
d h l q







compute [X,A] =







−b a− f e− j −n
−c b− g f − k −p
0 c g 0
0 d h 0







and note that the matrix elements in [X,A] that correspond to the zeros in
the elements of L∗

C can be arbitrarily assigned by choosing values for a, b, c, d
(second column), e, f, g, h (third column) and n and p (fourth column) and
hence L∗

C is transversal to T0. We will focus on these elements and see how
they are affected by introducing J ∈ S∗. We have

JC =







α 0 0 0
β 0 0 0
γ 0 0 ε
δ 0 0 φ







and hence looking at the second column of [X,A] the a− f entry is modified
by adding −αe, the b − g entry by −βe, the c entry by −γe − εh and the
d entry by −δe − εh. The decisive thing is that the modifications do not
depend on a, b, c, d, and hence we can compensate for them by choosing those
variables accordingly. The analogous argument applies to the third column.
In the fourth column, −n is modified by adding iε+mφ−αm which is again
independent of n, and the analogous argument applies to the remaining entry.
Together we get that L∗

C is transversal to all TJ , J ∈ S∗, and Conjecture 1
follows for this pair (C,A).

A second example is given by a Brunovsky pair (C,A) with generic observ-
ability indices (n, · · · , n). Thus consider the nilpotent pn× pn block matrix

A =







0 Ip . . . 0
...

. . .
. . .

......
. . . Ip

0 . . . . . . 0







and
C =

(
Ip 0 . . . 0

)
.

In this case the Brunovsky slice SB coincides with the minimal Brunovsky
slice SB

min and their elements are of the form

X =







X11 Ip . . . 0
...

...
. . .

...
Xn−1,1 0 . . . Ip
Xn1 0 . . . 0






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for suitable p× p matrices Xi1, i = 1, . . . , n.

Note, that in this case L∗

C = F
n×pC and hence S∗ = F

n×p in the terminology
of Section 4. But in this case Conjecture 1 is a direct consequence of the
Hermann-Martin Lemma 1, cf. Theorem 9, and is hence also true for the case
of generic observability indices.

For a general pair (C,A) ∈ F
p×n×F

n×n in dual Brunovsky form with observ-
ability indices µ1 ≥ · · · ≥ µp, i.e.,

C =







0 ... 0 1

. . .
0 ... 0 1

︸ ︷︷ ︸

µ1

. . . ︸ ︷︷ ︸
µp







and A =

















0

1
. . .
. . .

. . .
1 0

. . .
0

1
. . .
. . .

. . .
1 0

︸ ︷︷ ︸

µ1

. . . ︸ ︷︷ ︸

µp

















,

an explicit formula for LC ∩TAO has been given in [30, Lemma 1]. A straight-
forward calculation then shows L∗

C = {JC | J = (Jij)
p
i,j=1}, where

Jij ∈ F
µi×1, Jij =







(

y1
ij . . . y

µi

ij

)>

if µi ≤ µj ,
(

y1
ij . . . y

µj

ij 0 . . . 0
)>

if µi > µj .

Moreover, we get the dimension formula

dimSB
min =

p
∑

i,j=1

min{µi, µj}.

In our first example (µ1 = 3, µ2 = 1) we would get

L∗

C =













0 0 a e
0 0 b 0
0 0 c 0
0 0 d f







∣
∣
∣
∣
∣
∣
∣
∣

a, b, c, d, e, f ∈ F







which coincides with our previous result after accounting for the permutation
of variables that relates the two (C,A) pairs. Note that a change of vari-
ables does not affect transversality of L∗

C and TJ , since [X,S(A− JC)S−1]−
Y CS−1 = S([S−1XS,A− JC] − S−1Y C)S−1 for all S ∈ GLn(F).

Algebraic geometers have early found interest in the deformation analysis
of similarity orbits of semisimple groups. In his address at the International
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Congress of Mathematicians in Nice 1970, Brieskorn outlined a program how
the singularities of nilpotent matrices may contribute to a deeper understand-
ing of classical geometric problems, such as isolated singularities for complex
surfaces. We briefly recall the most important results in this direction, spe-
cializing to the simplest case of the general linear group GLn(F). Consider
the complete flag manifold Flag(Fn), given as in Section 3. We have already
shown in Theorem 6 and Corollary 2 that

T∗Flag(Fn) ' N(Fn) =

{(A, (V1, . . . , Vn)) ∈ gln(F) × Flag(Fn) |AVi ⊂ Vi−1, i = 1, . . . , n} =

{(A, (V1, . . . , Vn)) ∈ Nn(F) × Flag(Fn) |AVi ⊂ Vi, i = 1, . . . , n− 1}

is a smooth manifold. Its dimension is n(n − 1), i.e. twice the dimension of
Flag(Fn). The dualized moment map for the natural GLn(F)-action on the
cotangent bundle T∗Flag(Fn) coincides with the projection on the first factor

pr1 : T∗Flag(Fn) −→ gln(F), (A, (V1, . . . , Vr)) 7→ A.

Moreover, its image set is equal to the singular algebraic variety Nn(F) of
nilpotent matrices. Note, that the dimension of Nn(F) is also equal to n(n−1)
and therefore the two sets have equal dimension. Now suppose that A is a
nilpotent matrix with a single Jordan block. Thus we assume that A is cyclic.
Then A has a unique A-invariant flag. This shows

Proposition 4 (Steinberg [27]). Let

T∗Flagreg(Fn) := {(A, (V1, . . . , Vn)) ∈ N(Fn) |A cyclic}

and let N reg
n (F) denote the set of cyclic nilpotent n × n matrices. Then

T∗Flagreg(Fn) and N reg
n (F) are smooth manifolds that are open and dense

in T∗Flag(Fn) and Nn(F), respectively. Moreover, the dualized moment map

restricts to a diffeomeorphism

pr1|T∗Flagreg(Fn) : T∗Flagreg(Fn) −→ N reg
n (F).

The result shows that, indeed, the dualized moment map defines a desingu-
larization of the nilpotent variety Nn(F). Next, consider the subregular case
of nilpotent matrices with a subgeneric Jordan structure, i.e., one nilpotent
block of size (n− 1) × (n− 1) and a second (zero block) of size 1 × 1. These
matrices thus constitute a single similarity orbit of nilpotent ones. In contrast
to the regular case, the fibres pr−1

1 (A) of a subregular nilpotent matrix are
not single points, but form a two-dimensional variety of A-invariant flags. We
quote the following result that answers a conjecture of Grothendieck.

Theorem 19 (Brieskorn [4]). Let A be a subregular nilpotent matrix and S
an n+ 2-dimensional transversal section to the similarity orbit O. Then
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1. The intersection S ∩Nn(C) is a two-dimensional complex surface with an

isolated singularity at the point A. The singularity is Kleinian and in fact

isomorpic to the surface singularity C
2/G, where G is the cyclic subgroup

of SU(2) of order n.
2. If S is chosen sufficiently small then

pr−1
1 (S ∩ Nn(C))

is a smooth two-dimensional manifold and the projection map pr1 restricts

to a resolution of singularities of S ∩ Nn(C).

As mentioned in the introduction, our goal is to develop a system theoretic
approach to such results. This is motivated by the attempt to obtain a better
understanding of the transversal slices for subregular nilpotents, constructed
in [28]. Note that, although all minimal dimensional transversal sections at
a point are conjugate, the right choice of a transversal section still becomes
an issue. The situation here is similar to the search for good normal forms
in linear algebra. Thus, instead of using the above desingularization via the
dualized moment map of the flag manifold, we construct an alternative one
where the manifold consists of pairs of conditioned invariant flags together
with their friends. The motivation behind this is that it might lead to easier
constructions of resolutions for nilpotent orbits of arbitrary co-dimension. So
far we have however not achieved that purpose and therefore only explain two
partial results.
The first result is an analogon of Proposition 4 for certain unions of nilpotent
similarity orbits that arise out of Rosenbrock’s theorem, see [20]. Recall from
Theorem 11 that

NilTJ(Fn) =

{(T, J, (V1, . . . , Vn)) ∈ P (Fn) |T (A− JC)T−1Vi ⊂ Vi−1, i = 1, . . . , n} =

{(T, J,V) ∈ P (Fn) |T (A− JC)T−1
V ⊂ V, T (A− JC)T−1 ∈ Nn(F)}

is a smooth manifold of dimension n2 + (p− 1)n.

Theorem 20. Let (C,A) ∈ F
p×n × F

n×n denote an observable pair in dual

Brunovsky canonical form with observability indices µ1 ≥ · · · ≥ µp. Let

N µ1,...,µp(F) ⊂ Nn(F) denote the set of nilpotent matrices whose nilpotency

indices n1 ≥ · · · ≥ np fullfill the Rosenbrock conditions

j
∑

i=1

ni ≥

j
∑

i=1

µi for j = 1, . . . , p− 1 and

p
∑

i=1

ni =

p
∑

i=1

µi.

(19)
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Then N µ1,...,µp(F) is a disjoint union of nilpotent similarity orbits which con-

tains N reg
n . Furthermore, we have the surjective smooth map

f : NilTJ(Fn) −→ N µ1,...,µp(F), (T, J,V) 7→ T (A− JC)T−1.

Proof. The nilpotency indices form a complete set of invariants for similarity
on Nn(F), hence N µ1,...,µp(F) is a disjoint union of nilpotent similarity or-
bits. Since n1 = n and n2 = · · · = np = 0 fullfills (19), it contains N reg

n .
According to Rosenbrock’s theorem, the elements of the Brunovsky orbit
Γ(C,A) = {T (A − JC)T−1 ∈ gln(F) |T ∈ GLn(F), J ∈ F

n×p} are precisely
characterized by (19), where the ni have to be interpreted as the degrees of
the invariant factors of sI − A. For nilpotent A, the latter are equal to the
nilpotency indices of A, thus f maps indeed into N µ1,...,µp(F). Since for ev-
ery nilpotent map there exists an invariant flag, the map f is surjective. It is
clearly smooth as a map into gln(F). ut

The second result generalizes Theorem 19. Recall from Theorem 11 that

NilJ(Fn) =

{(J, (V1, . . . , Vn)) ∈ F
n×p × Flag(Fn) | (A− JC)Vi ⊂ Vi−1, i = 1, . . . , n} =

{(J,V) ∈ F
n×p × Flag(Fn) | (A− JC)V ⊂ V, A− JC ∈ Nn(F)}

is a smooth manifold of dimension (p− 1)n.

Theorem 21. Let (C,A) ∈ F
p×n × F

n×n denote an observable pair in dual

Brunovsky canonical form. Let SB be the Brunovsky slice for the nilpotent

similarity orbit O through A. Then the surjective smooth map

g : NilJ(Fn) −→ SB ∩Nn(F), (J,V) 7→ A− JC

restricts to a surjective map

NilJ∗(Fn) = g−1(SB
min ∩Nn(F)) −→ SB

min ∩Nn(F).

Proof. By definition, g maps into SB ∩Nn(F) and is clearly smooth as a map
into gln(F). Since for every nilpotent map there exists an invariant flag, the
map g is surjective. From the definitions of NilJ∗(Fn) and SB

min it follows that
NilJ∗(Fn) = g−1(SB

min ∩Nn(F)). ut

A consequence of Conjecture 1 would be that NilJ∗(Fn) is a smooth sub-
manifold of NilJ(Fn), cf. Theorem 12. Hence it is reasonable to formulate the
following second conjecture.

Conjecture 2. NilJ∗(Fn) is a smooth submanifold of NilJ(Fn) and

g : NilJ∗(Fn) −→ SB
min ∩Nn(F), (J,V) 7→ A− JC

defines a resolution of singularities of SB
min ∩Nn(F).
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In our first example (µ1 = 3, µ2 = 1) from above, which is a subregular case,
we end up with the same transversal slice as Steinberg in [28]. Note, that
in this case we have a proof of Conjecture 1. However, as has been pointed
out before, the manifold appearing in the above desingularization differs from
that used by Steinberg.
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