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Abstract

This thesis introduces Spatial Waveform Channels (SWCs) asa modelling tool to derive
fundamental performance bounds for Multiple-Input Multiple-Output (MIMO) antenna
systems. In practical MIMO systems, the transmitting and receiving antennas are con-
strained to be within finite volumes in space and the signals received on individual
antennas become mutually correlated with increasing number of antennas. In SWCs
one assumes that volumes in space, rather than antennas, canbe used as the transmit-
ting and receiving elements. The essential idea behind thisassumption is that any rate
of transmission that can be achieved by the transmitting andreceiving antennas can in
theory, also be achieved by using the volumes to which the antennas are constrained.
However, if the bounds calculated using SWCs are to be useful, one needs to model the
various physical constraints imposed on a MIMO system in thecorresponding SWC.
This thesis formalises the notion of an SWC and gives it an abstract mathematical defi-
nition, the structure of which enables one to impose the limitations in a MIMO system
on the corresponding SWC.

Several properties of SWCs are examined. In particular, I study the very general
concepts ofdegrees of freedom at level-ǫ andessential dimensionfor compact operators
defined on normed spaces. The number of degrees of freedom at level-ǫ of an SWC can
be used to determine the number of mutually uncorrelated signals in the corresponding
MIMO system that has noise in the receiver proportional toǫ. Essential dimension of
the channel operator determines the number of mutually uncorrelated signals present
at the receiver that is largely independent of the noise level at the receiver. Moreover,
I show that the concept of degrees of freedom can be used to generalise the notion of
singular values of compact operators. These generalised singular values are then used
to numerically compute the degrees of freedom and essentialdimension for various
channels. Finally, uncertainty principles and their application in the context of SWCs
are studied.
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Notation and Symbols

AWGN Additive White Gaussian Noise
ISI Intersymbol interference
MIMO Multiple Input Multiple Output
SWC Spatial Waveform Channel

BP,X(x) Open ball of radiusP centered atx in the normed spaceX
BP,X(x) Closed ball of radiusP centered atx in the normed spaceX
C Complex numbers
Cn n-dimensional complex space
x · y Dot product onRn

ℑ{·} Imaginary part of a complex number
〈x, y〉X Inner product on the spaceX
· ∩ · Intersection of two sets
L2(T,Cn) L2 space of equivalence classes ofCn valued functions defined onT
| · | Modulus of an element inRn or Cn

‖ · ‖X Norm on the spaceX
Prob(·) Probability of some event
R Real numbers
ℜ{·} Real part of a complex number
Rn n-dimensional Euclidian space
· ∪ · Union of two sets
x× y Vector product onR3

Z Integers
Z

+
0 Non-negative integers

Z+ Positive integers
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Chapter 1

Introduction

1.1 Background

The advent of modern cellular systems such as mobile handsets and indoor wireless lo-
cal area networks has meant that telecommunication engineers are increasingly exposed
to extremely harsh environments. The classical additive white Gaussian noise (AWGN)
channel [1, pp. 378], with statistically independent Gaussian noise corrupting data sam-
ples is no longer adequate to model such channels. In most practical communication
systems, a signal can travel from the transmitter to the receiver over multiple paths.

Due to multi-path propagation, electromagnetic signals are subject to random fluc-
tuations in signal amplitude, phase and/or angle of arrival. This phenomenon is known
asfadingor scintillation [2]. Fading can be classified intolarge-scaleandshort-scale
fading. Large-scale fading refers to the average signal attenuation over large areas and is
affected by prominent terrain contours. The statistics of large-scale fading can be used
to estimate the mean signal attenuation as a function of distance between the transmit-
ter and receiver. Small-scale fading refers to the rapid fluctuations in signal amplitude
and phase that can be experienced as a result of small changes(as small as half a wave-
length) in the position of the transmitter and/or receiver.Small-scale fading causes time-
spreading of the signals and time-variance of the channel. This results in intersymbol
interference (ISI) and pulse distortion at the receiver1.

Various techniques are used to mitigate the effects of multipath propagation. These
techniques include, but are not limited to, using equalizers, diversity and channel cod-
ing2. Equalizers compensate for the ISI introduced by the multipath channel and are
generally adaptive because of the time-varying nature of the channel. One, or a com-
bination of frequency, time, spatial or antenna polarization diversity may be used to
ensure that the depth and duration of fades experienced by the receiver is reduced. Fi-

1See [2] and [3, ch. 4,5 ].
2See eg [3, ch. 7].

1



nally, channel coding can be used to correct some or all of theerrors introduced by the
channel. Three general types of codes: block codes, convolution codes and turbo codes
are commonly used. There is a great deal of published material on the techniques that
can be used to mitigate the effects of channel fading. (See [4] for a good review of
mitigation techniques3).

The idea that the inherent diversity in multipath environments could be exploited to
improve the performance of a communication system began to emerge in the 1990s. Ini-
tial results of Winters [6] showed the potential benefits of using multiple input multiple
output (MIMO) antenna systems in Rayleigh fading environments. Results of Teletar [7]
and Foschiniet. al. [8] proved the theoretic potential of MIMO systems. If a system
hasn transmitting andm receiving antennas then assuming that the transfer matrixH

has independent identically distributed entries, taken from a Gaussian distribution, Fos-
chini et. al. [8] proved that the capacity of the channel grows linearly with min{m,n}.
Several other results have appeared in the literature with varying assumptions about
channel state information at the transmitter and receiver [9–12]. Measurements on real
systems corroborate the theoretical findings [13,14]4.

The underlying assumption that leads to the unbounded growth in capacity with in-
creasing number of antennas is:signals received on individual antennas are mutually
uncorrelated. However, in any practical communication system, both the transmitting
and receiving antennas are constrained to be within some finite volume in space. There-
fore, as the number of antennas increase, antenna separation reduces and the channel
capacity saturates at some finite level. Several research articles address the effects of an-
tenna separation and mutual coupling of signals on the capacity of the channel [17–24].
However these results depend on specific antenna configurations and/or scattering envi-
ronments.

This motivates the following question:Is there a fundamental limit, independent of
specific antenna configurations, to the number of mutually uncorrelated signals avail-
able at the receiver?

One approach to answering the above question consists of studying continuous spa-
tial channels, where we assume thevolumes, to which the antennas are constrained, to
be the transmitting and receiving elements. Suppose that the transmitting and receiving
antennas are constrained to be within volumesT andR respectively. We assume that
a current flows in the transmitting volumeT that generates an electromagnetic field in
the receiving volumeR that can be measured. I call such channelsSpatial Waveform
Channels5 (SWC). We then calculate the number oflinearly independentelectromag-
netic fields that can be measured by a physical receiver that measures the field only in
R given that the current in the transmitter is constrained in some way. The main idea

3Also see [1,3,5].
4There is an abundance of literature on MIMO results. See [15,16] for a review of MIMO results.
5See definition 2.1.
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Γ

Figure 1.1: MIMO system and SWCs

being that the number of linearly independent electromagnetic fields inR gives an up-
per bound on the number of mutually uncorrelated signals at the receiver of a MIMO
system with densely packed antennas.

The aim of the thesis is to study the properties of SWCs. In particular, I study how
the constraints imposed on a real MIMO system can be modeled in SWCs and how these
constraints effect the properties of SWCs.

1.2 Overview

The performance of any practical MIMO system is limited by the physical constraints
imposed on it. Examples of this include total power available for transmission, noise
at the receiver and total volume in space that the transmitting and receiving antennas
can occupy. In this section, I will discuss how the constraints considered in this thesis
influence our model and properties of SWCs.

Referring to figure 1.1, assume that the transmitting and receiving antennas are con-
strained to volumesT andR, respectively. Also assume that a current, of densityJ is
flowing in the volumeT that generates a field[E H] in the volumeR. HereE is the
electric field andH is the magnetic field. We need to impose restrictions on the volumes
T andR and also the current densityJ and field[E H] in order to ensure that the phys-
ical limitations imposed on the MIMO system can be captured in the model for SWCs.

3



The constraints on the MIMO system that are studied in this thesis are as follows:

1. The transmitting and receiving antennas are physically constrained to be within a
finite volume in space.

2. The total power/energy available for transmission is finite.

3. Physical quantities, such as source current densities and electromagnetic fields
must be continuous functions.

4. The final physical limitation that needs to be incorporated into the model for
SWCs is more subtle. This limitation is due to the inability of any practical re-
ceiver to measure the electric field in the receiving antennas to arbitrary accuracy.
There are several reasons for this including [25]

(a) Noise in the receiver.

(b) Dynamic range of the receiver.

(c) Resolution of the receiver.

Therefore, if two electric fields differ bytoo little then a practical receiver in a
MIMO system will not be able to differentiate between the signals and we call
such signals physically indistinguishable. We need to model this subtle concept
of two electric fields differing bytoo little to complete our description of SWCs.

I give an abstract mathematical definition for an SWC in section 2.1 that enables
one to use the structure of the definition to impose the constraints discussed above. An
SWC consists of three parts, a normed spaceX̃T of possible source current densities, a
normed spacẽYR of possible electromagnetic fields and a linear operatorΓ : X̃T → ỸR
that determines the electromagnetic field for a given sourcecurrent density. Each one
of these parts is used to capture different physical limitations imposed on the MIMO
system. By restricting the elements ofX̃T andỸR to satisfy certain properties, we en-
sure that constraints 1 and 3 are satisfied. The norm on the spaceX̃T is used to ensure
that constraint 2 is satisfied. The norm onỸR is used to ascertain if two electromagnetic
fields differ by too little as required by constraint 4. This is discussed further in chap-
ter 2. Once we have an accurate description of an SWC, we can study its properties.
In this thesis, I study three properties of SWCs:1) Degrees of freedom at level-ǫ, 2)
Essential Dimension, 3) Uncertainty Principles.

In MIMO systems withn transmitting andm receiving antennas, there will be
at mostmin{m,n} linearly independent signals that a receiver can measure. How-
ever, in the case of SWCs, there are infinitely many linearly independent signals in6

6Here,B
1, eXT

(0) is the unit ball centered at the origin iñXT . Physically we can think of functions in
this set as those sources that use less than1 unit of power or energy.
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ΓB1, eXT
(0) ⊂ ỸR. But the finite receiver sensitivity discussed in constraint 4 above

ensures that only finitely many linearly independent signals can be measured by a real
receiver. The distance between any two electromagnetic fields is quantified using the
norm on the receiver space of functionsỸR in the definition for SWCs. So, given some
levelǫ, which depends on the receiver, there exists a numberN and a set ofN elements,
φ1, . . . , φN ∈ ỸR such that all the signals that can be generated at the receiver differ by
less thanǫ from an element in the span of{φ1, . . . , φN}. I call such anN the number
of degrees of freedom7 of the channel at levelǫ because a physical receiver that can
measure fields to levelǫ can only measureN linearly independent signals. This in turn
implies that as the number of antennasn,m → ∞, the number of linearly independent
signals for the MIMO system saturates atN .

Generally, in SWCs the number of degrees of freedom for a channel depends on the
levelǫ. However, in several important cases [25–28] it does not change much for a large
range of values ofǫ. This leads us to the concept ofessential dimension8 of an SWC
which is the number of degrees of freedom at levelǫ for the largest range of values of
ǫ. This number only depends on the channel and can be used as an upper bound for the
number of mutually uncorrelated signals available at the receiver of a MIMO system
with densely packed antennas, largely independent of the receiver sensitivity.

Finally, I study Uncertainty Principles for SWCs. The classical uncertainty principle
constrains the amount of energy a function can simultaneously have in the frequency
and time domains [29,30]. We can develop a similar principlefor SWCs which tries to
answer the question:what is the maximal fraction of the total radiated energy/power
that can be concentrated in the receiver?We can therefore find a bound on the best
connected mode in a MIMO system modeled by the correspondingSWC.

1.3 Summary of results

This thesis is divided into six chapters. Chapter 1 providesan overview of the subject
matter studied. In the following section of this chapter, I review some of the previous
results from the literature that are relevant to degrees of freedom in SWCs. In chapter 2
I discuss SWCs, explaining how the total radiated power/energy and received energy
can be used to define norms on the space of transmitting and receiving functions in
SWCs. In chapter 3 I show how one might define the very general concepts of degrees
of freedom and essential dimension for compact operators onnormed spaces and also
develop sufficient machinery to compute the degrees of freedom and essential dimension
for such operators. In chapter 4 I develop numerical techniques for the computation of
generalised singular values of compact operators on normedspaces and show the results
of numerical simulations. In chapter 5 I review the classical uncertainty principle and

7See definition 3.2.
8See definitions 3.4 and 3.5

5



discuss two novel principles that are more general and also give a physical interpretation
in terms of SWCs for the principles. Concluding remarks are given in chapter 6.

The principal results contained in chapters 2 to 5 are summarised below.

Chapter 2: In this chapter I give a novel definition 2.1 for SWCs that is sufficiently
general to encompass most9 of the cases reviewed in section 1.4. I also prove that the
total energy/power radiated and lost by a current in the transmitting volumeTdefines
a norm on the vector space of all possible current densities in sections 2.3 and 2.4.
Similarly, I prove that the energy stored in the electromagnetic field in the receiving
volumeR defines a norm on the space of all electromagnetic fields in thereceiver. The
definition of an SWC is such that all the constraints imposed on a MIMO system can be
incorporated into it through the norms defined by the energy/power. I also prove several
theorems in sections 2.3 and 2.4 which establish some usefulproperties of the space of
transmitter and receiver functions.

Chapter 3: The concepts of degrees of freedom and essential dimensionality are very
general and can be used for compact operators defined on arbitrary normed spaces. In
this chapter I prove in theorem 3.1 that it makes sense to talkabout degrees of freedom
at level-ǫ for a compact operator defined on a normed space. I then use this theorem to
give a novel definition for the number of degrees of freedom atlevel-ǫ for a compact
operator (see definition 3.2). I prove some of the simple properties of degrees of freedom
in theorem 3.2 which are useful in their own right and are alsohelpful in proving other
theorems in later chapters.

The definition for degrees of freedom is a descriptive one anddoes not lend itself
to numerical evaluation for specific channels. I therefore give a novel definition 3.3 for
generalised singular values and prove in theorem 3.5 that they are generalisations of the
commonly accepted notion of singular values of compact operators defined on Hilbert
spaces. The advantage of defining generalised singular values is that the number of
degrees of freedom of a compact operator can be characterised in terms of its singu-
lar values and this characterisation lends itself to numerical computation of degrees of
freedom.

Finally, I give a novel definitions for essential dimension (3.4) and essential dimen-
sion of order-n (3.5) of a compact operator defined on a normed space. I argue that the
essential dimension of an operator is different from degrees of freedom at level-ǫ in the
sense that it is independent of the arbitrarily chosen constantǫ and only depends on the
operator itself. It gives a bound on the number of mutually uncorrelated signals at the
receiver of a MIMO system that is largely independent of the noise at the receiver.

Chapter 4: In some cases, it is possible to write the operator in an SWC asan integral
operator (see eg. [26]). Though, it may be difficult to analytically calculate the singular
values of the integral operator, it is sometimes possible tocalculate the singular values
of another integral operator that closely approximates theoriginal operator. I demon-

9The only exception is the work of Kennedyet. al.[31] which studies a different geometric model.
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strate in this chapter that perturbation techniques can be used to show that the singular
values of the approximate operator approach those of the original operator as the ap-
proximation gets better. I use these ideas to analytically calculate the singular values
of the operator that describes communication using scalar waves between rectangular
prisms [26]. The application of perturbation theory to the calculation of singular values
of SWCs is novel.

For most situations however, analytical techniques are inadequate and I develop an
important numerical technique for the computation of generalised singular values. This
technique is very similar to Galerkin’s method for the computation of singular values of
Hilbert space operators (see eg. [32]). I prove in theorem 4.1 that if a compact operator
is defined on a normed space that has a complete Schauder basisthen one can use calcu-
lations on finite dimensional spaces to find approximations for the generalised singular
values of the operator that are also lower bounds for the gereralised singular values. This
theorem is useful because it gives a simple practical methodof approximately comput-
ing the degrees of freedom. I also show results of numerical computations for several
specific channels.

Chapter 5: In this chapter I review the classical uncertainty principle and use it to moti-
vate theorem 5.7 which is a generalisation of the classical principle to arbitrary bounded
operators defined on Hilbert spaces. I also give a physical interpretation of the gen-
eral uncertainty principle for SWCs. I prove a second general uncertainty principle in
theorem 5.9 that is particularly pertinent to SWCs.

1.4 Review of previous results from the literature

In this section I briefly review some of the previous results from the literature for de-
grees of freedom of spatial waveform channels10. One of the first papers that talks about
the number of degrees of freedom of an electromagnetic field is Bucciet. al. [25,33].
Bucci et. al. [33] assume that the sources and scatterers are confined to a sphere of
finite radiusa and evaluate the number of degrees of freedom of an electric field gen-
erated by the source and induced current on some observationcurveC. As explained
in section 2.5, the channel studied by Bucciet. al. [25,33] can be written as an SWC.
Bucci et. al. [25] show that the number of degrees of freedom at level-ǫ is equal to the
number of singular values of the channel operator that are greater thanǫ. However, be-
cause the singular values of the channel operator show a steplike behavior, for a large
range of values ofǫ the number of degrees of freedom of the channel is independent of
the exact value ofǫ chosen. As explained in section 3.4 my novel definition for essential
dimension given in section 3.3 can be used to quantify the level-ǫ at which the singular
values ofΓ change most rapidly and can therefore be used to uniquely identify the step

10A review of previous results for uncertainty principles canbe found in section 5.1.
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in the singular values. Moreover, their definition of degrees of freedom is a special case
of my definition of degrees of freedom given in section 3.2.

The work of Bucciet. al. [25] is similar to that of Miller [26] where scalar waves
are studied. The main assumption in Miller [26] is that the transmitter is constrained
to be in a volumeV ⊂ R3 and the receiver is constrained to a volumeW ⊂ R3.
As shown in example 2.1, the channel studied by Miller can be written as an SWC.
Miller [26] evaluates the number of modes of communication that are possible between
the volumesV andW using scalar waves. Miller [26] explains how the number of
modes of communication is equal to the number of significant singular values of the
channel operator. Piestun and Miller [34] similarly analyse the case for vector waves
and use a similar definition for the number of modes of communication. As explained
in section 3.4, if we assume that a singular value of the channel operator is significant if
it is greater than some constantǫ, then the number of modes of communication is equal
to the number of degrees of freedom at level-ǫ.

Miller [26] also analytically evaluates the singular values of the channel if the vol-
umesV andW are rectangular prisms that are aligned along one of the Cartesian coordi-
nate axis. Miller [26] uses the paraxial approximation of the channel’s Green’s function
to calculate the singular values. I use perturbation theoryto find bounds on the approx-
imation error as explained in section 4.1. Miller shows thatif V andW are rectangular
prisms, then the singular values of the channel operator show a step like behavior and
claims that the number of modes of communication is essentially independent of how
one defines a singular value to be significant. As explained insection 3.4, the defini-
tion of essential dimension given in section 3.3 can be used to calculate the number of
modes of communication if the singular values of the channeloperator show a step like
behavior.

Hanlenet. al. build on the results of Miller [26] for scalar waves to include the
effect of scatterers [35,36]. They assume that reflective scatterers are present and eval-
uate a new Green’s function to account for the scatterers. Then the singular values of
the channel operator are calculated numerically. Simulations are used to calculate the
singular values for different scatterer positions. Xuet. al. [37] build on the results of
Piestunet. al.[34] for vector waves to include the effect of scatterers. They numerically
evaluate the Green’s function for vector waves in the presence of reflective scatterers in
two dimensions using the finite moments method (FMM). Xuet. al. [37] then numeri-
cally calculate the singular values of the operator defined using the Green’s function. As
explained in section 2.5, the channels studied by Xuet. al. [37] and Hanlenet. al. [36]
can be written as SWCs. Xuet. al.[37] give a novel definition for the number of degrees
of freedom for the channel in terms of the singular value of the channel operator, the
power available for transmission and noise in the receiver.As explained in section 3.4
their definition is equivalent to a special case of my definition of degrees of freedom at
level-ǫ. Simulation results in both [36] and [37] indicate that the singular values of the
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channel operator decrease gradually with no sudden knee like behavior.
This is quite unlike the behavior predicted by Poonet. al.[28] who consider commu-

nication between finite volume transmitters and receivers in the presence of scatterers.
But, instead of considering individual scatterers, they consider a cluster of scatterers
that are constrained to be within some finite volume. Poonet. al. [28] use a heuristic
argument to show that the singular valuesσn of the channel operator show a step like
behavior with eigenvalues close to 1 forn < Ndof and close to 0 otherwise. HereNdof

depends on the channel operator and the finite transmitting and receiving volumes. As
explained in section 3.4, my definition of essential dimension can be used to uniquely
identify Ndof . It should be noted that this step like behavior is observed in most ana-
lytical calculations of singular values where some assumptions are made regarding the
scatterer and/or antenna configurations (e.g. cluster of scatterers within a finite vol-
ume). In contrast, if numerical simulations are used to calculate the singular values of
channels, wherein the scatterers are placed at random locations, the singular values do
not generally show a step-like behavior11. My numerical simulations show no step-like
behavior for singular values (Note that the physical model Isimulated is considerably
different from that of Poonet. al. [28]. Therefore one cannot directly compare these
results.)

A step like behavior of eigenvalues is also found in [31,38,39]. The approach of
Kennedyet. al.[31] is substantially different from those discussed earlier in this section
wherein the transmitting volume was assumed to be constrained. Kennedyet. al. [31]
consider the possible wavefields within a volume constrained to a radiusR provided all
sources are in the far field (outside a ball of radiusRS). The channel model used in
these papers is considerably different from that considered in this thesis. The physical
interpretation of these channels is discussed further in section 3.4. Kennedyet. al. [31]
use the error in approximating the field in the receiving volume by a finite dimensional
set of functions to evaluate the degrees of freedom of the wavefields in the receiving
volume. A similar approach can also be found in Dickinset. al. [40]. However, as
explained in section 3.4, these definitions cannot be directly compared with degrees of
freedom at level-ǫ or with essential dimension of the channel.

Newsam and Barakat [41] approach the problem of finding the degrees of freedom of
an operator differently. The primary interest of [41] is in the inverse problem: Suppose
g(t) =

∫
k(s − t)f(t)dt. Hereg(t), f(t) ∈ L2(R,C). Then giveng can we determine

f? As explained in section 3.4 their definition is equivalent to a special case of the
definition of degrees of freedom at level-ǫ.

All the channels discussed so far in this section constrain the total current in the
transmitting volume in some sense. Jensen and Wallace [42,43] also study communi-
cation between finite transmitting and receiving volumes using electromagnetic waves.
They assume that the source current is constrained to be within a finite volumeT and

11c.f. simulation results in [34,36,37]
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impose a restriction on the total power available for transmission. Wallaceet. al. [43]
claim that if only the total power radiated is bounded then there are infinitely many
channels available between the transmitting and receivingvolumes. They further claim
that if the super- directivity ratio is also bounded for a source current then only finitely
many channels transfer sufficient power from the transmitter to the receiver. No proofs
are provided for these claims in [42,43]. Further, unlike the SWCs described in chap-
ter 2, Wallaceet. al.[43] do not constrain the total power lost as heat in the transmitting
volume.
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Chapter 2

Spatial Waveform Channels

As explained in the previous chapter, SWCs may be used to find bounds on the perfor-
mance of MIMO systems with an arbitrarily large number of transmitting and/or receiv-
ing antennas that are constrained to a finite volume. A MIMO system’s performance
is limited by several constraints imposed on it. So, in orderto obtain useful bounds on
MIMO systems one needs to model the constraints imposed on itin the corresponding
SWC. The approach taken in this thesis to achieve the above isto give a definition for
SWCs that enables one to impose the required constraints by using the structure of the
definition. This definition, given in the following section is novel and is sufficiently
general to encompass most1 of the cases discussed in section 1.4.

There are two distinct cases considered here. Firstly, we assume that the underlying
MIMO system, which is constrained to be within some finite volume, can only radiate
for a finite duration of time. In this case we also assume that afinite amount of energy is
available for transmission. I refer to this case as thefinite energycase. Any real MIMO
system is subject to the above restriction and this is the most important case considered
here. In the second case I assume that the MIMO system can radiate energy for all time
t ∈ (−∞,∞). In this case I assume that the total power available for transmission is
finite. I refer to this case as thefinite powercase. In both the finite energy and finite
power cases I assume a monochromatic time dependence ofejωt. Here,ω is the angular
frequency of oscillation.

Finite energy case: The important constraints considered in this thesis and theap-
proach taken to model them in SWCs is as follows:

1. Constraint: The transmitting and receiving antennas are physically constrained
to be within a finite volume in space.

1The only exception being that studied by Kennedyet. al.[31] where the physical situation considered
is much different.

11



Approach taken to model the constraint: This constraint can easily be incor-
porated into the SWC model by requiring that the transmitting volumeT and
receiving volumeR be compact subsets ofR3. I then impose the restriction that
the source current density must be zero outsideT and the electromagnetic field
can only be measured within the volumeR.

2. Constraint: The total energy available for transmission is finite.
Approach taken to model the constraint:SupposeXT is the space of Lebesgue
measurableC3-valued functions defined onT that are square integrable. It turns
out2 that the total energy required to set up a current densityJ ∈ XT in T defines
a semi-normρXT

(·) onXT . Let X̃T be the set of equivalence classes of functions
in XT such that ifx̃ ∈ X̃T and ifx1, x2 ∈ x̃ thenρXT

(x1 − x2) = 0. The semi-
norm ρXT

induces a norm‖ · ‖ eXT
on the spacẽXT . I assume that the source

current density is modeled by an equivalence class of functions which have norm
less than the energy available for transmission.

Now, suppose thatYR is the space of Lebesgue measurableC6-valued functions
defined onR that are square integrable. The total energy stored in the electro-
magnetic field within volumeR defines a semi-normρYR

(·) on the spaceYR. Let
ỸR be the space of equivalence classes of functions similar to the source current
density case above and let‖ · ‖eYR

be the norm induced by the semi-normρYR
on

this space. I assume that the electromagnetic field is modeled by an element of
the spacẽYR with a finite norm.

3. Constraint: Physical quantities, such as source current densities and electromag-
netic fields must be continuous functions.
Approach taken to model this constraint: An indirect approach is taken to
model this constraint. Obviously, the current density on the antenna cannot be
an equivalence class of square integrable functions. However, as shown in sec-
tion 2.3, for allx̃ ∈ X̃T andǫ > 0, there exists añxǫ ∈ X̃T such that‖x̃−x̃ǫ‖ eXT

≤
ǫ and at least one member of the equivalence classx̃ǫ is a continuous function.
Physically, we can interpret this statement as follows: forany givenJ̃ ∈ X̃T ,
there is a current densityJ that is continuous and the electromagnetic field gen-
erated byJ is approximately equal to the field generated byJ̃. We can similarly
interpret the elements of̃YR as electromagnetic fields.

4. Constraint: Receiver sensitivity cannot be arbitrarily high.
Approach taken to model this constraint: This constraint is not directly mod-
eled in the definition of SWCs. However, the definition gives enough structure to
an SWC, so that this structure can be used in studying the properties of SWCs that

2See section 2.3.
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depend on the sensitivity of the receiver. At any instant in time, the energy radi-
ated by the transmitter is stored in the electromagnetic field. For the receiver to be
able to measure the field, the energy stored in the field in volumeR cannot be too
small. As explained earlier, the energy stored in the received field induces a norm
on the spacẽYR. So, for a receiver with finite sensitivity to be able to measure
the electromagnetic field we assume that only those fields with norm greater than
some small positive constantǫ are measurable. A simple way of incorporating
this idea is to say that two signals[E1 H1], [E2 H2] ∈ ỸR are physically indistin-
guishable at some levelǫ > 0 if the energy of the field[E H] = [E2 H2]−[E1 H1]
is less thanǫ. Or equivalently, if‖[E H]‖eYR

< ǫ. This concept is not novel and
has been used for instance in Bucciet. al.[25] and Landauet. al.[27].

Finite power case: The finite power case is very similar to the finite energy case.Now
the spaceX̃T consists of equivalence classes ofC3-valued functions defined on some
compact setT . Again, it can be shown that the total power lost and radiateddefines a
norm on the spacẽXT . One significant difference is that we can now look at the power
received by a volumeR ⊂ R3 or the energy stored in the electromagnetic field in the
volumeR ⊂ R3. If we assume that the receiving volume consists of empty space then
the total power received would be zero. If on the other hand weassume that it consists of
a conductor with finite resistance then it would be difficult to determine the total power
received by it. So I use the total energy stored in the receiving volume to determine the
number of degrees of freedom of the channel.

The above discussion motivates the definition of an SWC givenin the following
section. In sections 2.3 and 2.4, I show how the energy/powercan be used to define
norms on the space of current densities and electromagneticfields.

2.1 Definition of Spatial Waveform Channels

At the beginning of this chapter, I explained that one could use the energy/power to
define a norm on the space of source current densities. However, in defining an SWC
channel, I allow any physical constraint to be used to define anorm on the space of
source current densities. This ensures that an SWC is sufficiently general to accommo-
date several models used in the literature.

Let T ⊂ Rn be compact and Lebesgue measurable and letFT be some linear vector
space ofCm valued functions defined onT . Here,m ∈ Z+. For instance,FT can be
the space of all Lebesgue measurable, square integrable functions defined onT . Now
suppose thatρFT

: FT → [0,∞] is some semi-norm defined on the spaceFT . Then we
can define an equivalence relation∼ onFT asf ∼ g if f, g ∈ FT andρFT

(f − g) = 0.
It follows from the definition of a semi-norm that this is in fact an equivalence relation.
Let F̃T be the set of all equivalence classes inFT . Then,ρFT

induces a norm on the
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elements ofF̃T as follows

‖f̃‖fFT
= ρFT

(f).

Here f̃ ∈ F̃T is an equivalence class of functions inFT andf ∈ FT is some member
of the equivalence class̃f . From the definition of the equivalence classes it is apparent
that the above norm is well defined. Note that if the semi-normρFT

is in fact a norm on
the spaceFT thenFT is isomorphic toF̃T .

Definition 2.1. A spatial waveform channel (SWC) consists of a triple(F̃T , F̃R,Γ).
Here,T ⊂ Rn andR ⊂ Rn are compact and Lebesgue measurable3. Also, F̃T is a
normed space of equivalence classes ofCm-valued functions defined onT with norm
‖·‖ eFT

and similarlyF̃R is a normed space of equivalence classes ofCp-valued functions

defined onRwith norm‖·‖ eFR
. Herem,n andp are positive integers. Further,Γ : F̃T →

F̃R is a bounded linear operator.

In the following example I will show how the special case of communication using
scalar waves between finite volumes can be written as an SWC. This channel was stud-
ied by Miller [26]. This example also demonstrates how a general channel, that does
not necessarily constrain the total power/energy used, canbe written as an SWC.

Example 2.1.Consider communication using scalar waves between a transmitting vol-
umeT ⊂ R3 and a receiving volumeR ⊂ R3 which are compact and measurable such
thatT∩R = ∅. Suppose thatFT andFR are the spaces of all complex valued, Lebesgue
measurable, square integrable functions defined onT andR, respectively. Then we can
define semi-norms on these spaces as

ρFT
(·) =

[∫

T

| · |2dr
]1/2

ρFR
(·) =

[∫

R

| · |2dr
]1/2

Therefore, we havẽFT = L2(T,C) andF̃R = L2(R,C).
Now suppose that there are sourcesψ ∈ L2(T,C) in the transmitting volumeT that

generate wavesφ(r) according to the scalar Helmholtz equation

∇2φ(r) + k2φ(r) = −ψ(r) ∀r ∈ R
3.

Herek is the wave number. Then it can be shown (see eg. [26]) that forall r ∈ R

φ(r) =

∫

T

G(r, r′)ψ(r′)dr′.

3We can think ofT andR as subsets ofR3 to which the transmitting and receiving antennas are
constrained.
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Here,

G(r, r′) =
exp{−ik|r − r′|}

4π|r − r′| .

We can now define an operatorΓ : L2(T,C) → L2(R,C) asψ 7→ φ. It is obvious
that Γ is a linear map. To prove that it is bounded, note that becauseT andR are
compact and have empty intersection, there exists anr > 0 such that for allr ∈ R and
r′ ∈ T , r < |r − r′|. Therefore|G(r, r′)| is bounded forr ∈ R, r′ ∈ T . Supposeb is
some upper bound for|G(r, r′)| for all r ∈ T andr′ ∈ R. Then

‖φ‖2
L2(R,C) =

∫

R

|φ(r)|2dr

≤ b2
∫

R

∫

T

|ψ(r′)|2dr′d3r

≤ b2µ(R)‖ψ‖2
L2(T,C)

Here, µ(R), the volume ofR is finite becauseR is compact. This proves thatΓ is
bounded. Therefore(L2(T,C),L2(R,C),Γ) is an SWC. It describes communication
through free space between a finite volume transmitter and a finite volume receiver
using scalar waves.

In the following section I will describe how one can calculate the total energy/power
radiated by a given source current density. This radiated energy/power is then used to
define semi-norms on the spaces of transmitter and receiver functions.

2.2 Energy and Power for Electromagnetic Waves

SupposeT is a compact subset ofR3 and letJ(x, t), with x ∈ T andt ∈ (−∞,∞), be
the source current density that generates an electric fieldE(x, t) and a magnetic field
H(x, t) defined for allx ∈ R3 andt ∈ (−∞,∞).

Let us now consider the finite energy and finite power cases separately. In the finite
power case we assume a monochromatic time-dependence. Thatis, we assume that the
source current density is of the form

J(r, t) = ℜ{J′(r)ejωt} ∀t ∈ (−∞,∞).

Hereℜ{·} denotes the real part of a complex number andJ′ : T → C3. Because
Maxwell’s equations are linear and time-invariant, the electric and magnetic fields are
of the form

E(r, t) = ℜ{E′(r)ejωt} ∀t ∈ (−∞,∞) and

H(r, t) = ℜ{H′(r)ejωt} ∀t ∈ (−∞,∞),
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with E′,H′ : R
3 → C

3.
Now suppose thatΩ is some smooth surface the interior of which containsT . Then

the time-averaged, total power radiated by the current of densityℜ{J′(r)ejωt} can be
calculated using Poynting’s theorem [44, section 6.9]:

Prad(J
′) =

1

2

∫

Ω

ℜ{(E′(r) ×H′∗(r)) · n}da. (2.1)

Here,· × · denotes the vector-product inR3 andda is the surface area element. Note
that the energy stored in the near-field of the transmitting volume does not contribute to
the above integral. Therefore, this stored energy plays no part in calculating the norm
on the space of transmitter functions. Also, I define the time-averaged power lost (as
heat) in the transmitting volume to be

Plost(J
′) =

1

2
Rloss

∫

T

|J′(r)|2dr. (2.2)

This definition is motivated by the analogous definition for power lost in radiating an-
tenna. So the total power, lost as heat is proportional to thesquare of the current and
a loss resistanceRloss. The loss resistance is a constant that depends on the material
used to construct the antenna and the antenna configuration.We study the behavior of
an SWC for varying loss resistances.

LetR ⊂ R3 be some compact three dimensional receiving volume. Then the time-
averaged power entering the volumeR is given by

Prec(J
′) = −1

2

∫

∂R

ℜ{(E′(r) × H′∗(r)) · n}da. (2.3)

Here, ∂R is the boundary ofR, n is the unit normal vector to the surface pointing
outwards andda is the surface area element. We get the negative sign becausewe use
the convention thatn is pointing out from the surface. If we assume thatR ∩ T = ∅,
then the time-averaged power received by the receiving volume is in fact zero because
we assume a monochromatic time-dependance. However, in a real antenna system, due
to the presence of conductors that have finite conductivity in the receiving volume, some
of the incident electromagnetic power is absorbed by the receiver. So, we can calculate
the time-averaged incident power on the receiving volumeR as follows:

Pinc(J
′) = −1

2

∫

∂R

min{ℜ{(E′(r) × H′∗(r)) · n}, 0}da. (2.4)

We assume that the power received by the receiving volume is equal toRradPinc(J
′).

Here,Rrad is the radiation resistance of the receiving antenna. This approach is however
not ideal because the radiation resistance of an antenna system depends on the antenna
configuration. I therefore do not take this approach in this thesis.
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Instead, we look at the energy stored in the electromagneticfield within the receiving
volumeR. At any instant in time the total power radiated by the current densityJ(x, t)
is stored in the electromagnetic field throughoutR3. The time-averaged energy stored
in the field within the volumeR is [44, section 6.7]

Erec(J
′) =

1

4

∫

R

ǫ0|E′(r)|2 +
1

µ0
|H′(r)|2dr. (2.5)

Here,ǫ0 andµ0 are the permittivity and permeability of free space. The motivation be-
hind using this energy is that it simplifies calculations considerably. We do not specif-
ically calculate the total energy re-radiated from the receiver. We assume that the total
energy lost as heat and also lost due to re-radiation is proportional to the incident en-
ergy. We absorb this constant of proportionality intoRloss the loss resistance of the
transmitting antenna and therefore do not need to state it explicitly.

Now consider the finite energy case wherein we assume that thetransmitting volume
has current flowing in it only during a finite time interval[0, t1]. I again assume a
monochromatic time-dependance for the source current density, i.e.

J(r, t) = ℜ{J′(r)ejωtξt1(t)}.
Here,

ξt1(t) =

{
1 0 ≤ t ≤ t1
0 otherwise

Note that because of the indicator functionξt1 , we cannot assume that the electric and
magnetic fields are monochromatic.

In this case we need to calculate the total energy radiated bythe volumeT during
the time interval[0, t1]. One needs to be careful in calculating this total radiated energy,
because the electromagnetic field is not well defined in the transmitting volumeT . I
assume that the total radiated energy is the energy that is stored in the field outside a
closed surfaceΩ the interior of which containsT . By making the surfaceΩ arbitrarily
close to the volumeT , we can ensure that the total radiated energy is very close tothe
actual radiated energy. This is not a problem when modeling areal antenna system
because it would have finite conductivity and therefore the energy stored in the field in
the small volumeΩint \ T will be very small and goes to zero asΩ gets closer to the
volumeT . Here,Ωint is the interior of the closed surfaceΩ.

In this case we can write the total energy radiated by the transmitting volume as

[Erad(J
′)](t1) =

∫

Ωext

ǫ0|E(r, t1)|2 +
1

µ0
|H(r, t1)|2dr (2.6)

whereΩext is the exterior of the surfaceΩ. Again, I define the total energy lost (as heat)
to be

[Elost(J
′)](t1) = Rloss

∫ t1

0

∫

T

|J(r, t)|2drdt. (2.7)
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Finally, if R ⊂ R
3 is some compact receiving volume, then the total energy stored in

this volume at time instantt1 is given by

[Erec(J
′)](t1) =

∫

R

ǫ0|E(r, t1)|2 +
1

µ0
|H(r, t1)|2dr (2.8)

Note that for the remainder of this document I will refer to both J(r, t) andJ′(r) as
the source current density in both the finite energy and finitepower cases. The reader
should interpret the current densityJ′(r) to beℜ{J′(r)ejωtξt1(t)} in the finite energy
case andℜ{J′(r)ejωt} in the finite power case.

2.3 Finite Energy Case

In this section I will describe how a MIMO system with antennas that are constrained to
finite volumes and radiate for a finite time duration can be modeled as an SWC. I assume
that the transmitting antennas have a finite amount of energyavailable for transmission
and that the energy is radiated in the form of electromagnetic fields and lost as heat in
the transmitting volume.

SupposeT ⊂ R3 is a compact set and0 < t0 < ∞ is some instant in time and the
antennas are constrained to volumeT and can only radiate energy during the interval
[0, t0]. LetL2(T,C3) be the space of equivalence classes ofC3-valued functions defined
onT with finiteL2 norm. In this section, I will define a different norm on this space of
functions that depends on the total energy lost and radiated.

Also supposeJ ∈ L2(T,C3) is some function, such thatℜ{J(r)ejωtξt0(t)}, r ∈ T ,
t ∈ (−∞,∞) is the current density. Then we can calculate the total energy radiated
[Erad(J)](t0) from equation (2.6) and the total energy lost as heat,[Elost(J)](t0) from
equation (2.7).

Theorem 2.1.LetT ⊂ R3 be some compact set and lett0 <∞ be some instant in time
and letΩ be a closed surface the interior of which containsT . Then we can define an
inner product onL2(T,C3) as follows. For allJ1,J2 ∈ L2(T,C3),

〈J1,J2〉 eXT,t0
= I1 + I2 where

I1 = Rloss

∫ t0
0

∫
T
J

′∗
1 (r, t)J′

2(r, t)drdt and

I2 = ǫ0
∫
Ωext

E∗
1(r, t0)E2(r, t0)dr + 1

µ0

∫
Ωext

H∗
1(r, t0)H2(r, t0)dr. (2.9)

Here, fori = 1, 2, J′
i(r, t) generates the electric fieldEi(r, t) and magnetic fieldHi(r, t)

andJ′
i(r, t) = Ji(r)e

jωtξt0(t).

Proof. Let x,y, z ∈ L2(T,C3), α ∈ C and letEx,Ey,Ez and Hx,Hy,Hz be the
corresponding electric and magnetic fields generated byx,y, z. From the linearity of
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Maxwell’s equations, we know that the electric and magneticfields generated byx + y

areEx +Ey andHx +Hy. Therefore, we get the following after some simple algebraic
manipulations

〈x + y, z〉 eXT,t0
= 〈x, z〉 eXT,t0

+ 〈y, z〉 eXT,t0
,

〈αx, z〉 = α∗〈x, z〉 eXT,t0
.

It is easy to show that〈x,y〉 eXT,t0
is the complex conjugate of〈y,x〉 eXT,t0

. Finally, note

that if J1 = J2 thenI2 is always non-negative andI1 is proportional to theL2 norm.
Therefore,〈J1,J1〉 eXT,t0

is always non-negative and if it is zero, thenJ1 must be the
equivalence class of functions that are zero almost everywhere.

Consequently,〈·, ·〉XT,t0
is an inner product onL2(T,C3).

Let ‖ · ‖ eXT,t0
denote the norm induced by this inner product and letX̃T,t0 denote the

subset ofL2(T,C3) functions with finite‖ · ‖ eXT,t0
norm4. From the definition of the

inner product in equation (2.9), we can tell that the norm onX̃T,t0 is equal to the total
energy lost and radiated by the source current of densityJ.

Similarly, if R ⊂ R3 is compact, then we can define an inner product on the space
L2(R,C6), that gives the total energy stored in the field in volumeR. The inner product
is

〈[E1 H1], [E2 H2]〉eYR
=

∫

R

ǫ0E
∗
1(r)E2(r) +

1

µ0

H∗
1(r)H2(r)dr. (2.10)

It is trivial to show that〈·, ·〉eYR
is an inner product. Let‖ · ‖eYR

be the norm induced by

this inner product and let̃YR denote the set of functions whose‖·‖eYR
norm is finite. The

following theorem shows that the case of communication using electromagnetic waves,
with an energy constraint on the transmitter can be written as an SWC.

Theorem 2.2.Let,X̃T,t0 andỸR be as described above. Then, the operatorΓ : X̃T,t0 →
ỸR which maps any current density iñXT,t0 to the corresponding electric and magnetic
fields inỸR at timet0 is linear and bounded.

Proof. Because each current density in the spaceJ ∈ X̃T,t0 generates a unique field
in R, there exists an operatorΓ that mapsJ to some field[E H]. The linearity of
the operatorΓ follows from the linearity of Maxwell’s equations. To show that Γ is
bounded, note that if the total energy radiated is bounded (i.e. if‖J‖ eXT,t0

< b <∞) then

the energy stored within volumeR is less than the same bound (i.e.‖[E H]‖eYR
< b).

ThereforeΓ is bounded and‖Γ‖ ≤ 1.

4It will be shown in theorem 2.3 that all elements ofL2(T,C3) are also elements of̃XT,t0 .
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Therefore the triple(X̃T,t0 , ỸR,Γ) is a spatial waveform channel. The electromag-
netic field for a given current density depends on the position of the scatterers. There-
fore, the operatorΓ, in the above theorem depends on the position of the scatterers. Note
that it is not important to have a closed form description of the operatorΓ. One only
needs to calculate the electromagnetic field for a given source current density in order
to study the properties of the SWC. This calculation is done numerically in section 4.3.

Finally note that ifR ∩ T = ∅ then the operatorΓ is compact. This is a direct
consequence of the following theorem.

Theorem 2.3. Let T be a compact set and let̃XT,t0 be the normed space described
above. Ifx ∈ L2(T,C3) thenx ∈ X̃T,t0 . Moreover, ifx ∈ L2(T,C3) and{x1,x2, . . .}
is a sequence inL2(T,C3), then

lim
n→∞

‖xn − x‖ eXT,t0
= 0 ⇔ lim

n→∞
‖xn − x‖L2(T,C3) = 0.

Proof. Let x ∈ L2(T,C3). Then to prove thatx ∈ X̃T,t0 , we need to show that‖x‖ eXT,t0

is finite. But,

‖x‖2
eXT,t0

= Rloss‖x‖2
L2(T,C3) + [Erad(x)](t0)

Then as shown in appendix A.2, there exists a constantb <∞ such that

[Erad(x)](t0) ≤ b‖x‖2
L2(T,C3).

Therefore,

‖x‖2
eXT,t0

≤ (Rloss + b)‖x‖2
L2(T,C3) <∞ (2.11)

andx ∈ X̃T,t0 .
Now suppose{xi}∞i=1 is a sequence inL2(T,C3). Then it is also a sequence in

X̃T,t0 . Also, suppose thatlimi→∞ ‖x − xi‖L2(T,C3) = 0 and letδ > 0 be given. Then
there exists anN such that for alln > N ,

‖xn − x‖L2(T,C3) ≤
δ

b+Rloss
.

Therefore, from equation (2.11) we know that for alln > N ,

‖xn − x‖ eXT,t0
≤ δ.

Hence,limi→∞ ‖x − xi‖ eXT,t0
= 0.

The converse statement follows very easily from,

‖x‖L2(T,C3) ≤
1

Rloss
‖x‖ eXT,t0

. (2.12)
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The above theorem is very useful because it shows that the‖ · ‖ eXT,t0
norm induces

the same topology on the spaceL2(T,C3) as‖ · ‖L2(T,C3) norm. This is useful because it
allows us to use several well established properties ofL2(T,C3). The following corol-
laries are simple consequences of the above theorem.

Corollary 2.3.1. LetT be some compact set and letX̃T,t0 be as described above. Then
the space ofC3-valued continuous functions defined onT is dense inX̃T,t0.

Proof. This statement follows form theorem 2.3 and the fact thatC3-valued continuous
functions defined onT are dense inL2(T,C3).

Corollary 2.3.2. Let T be some compact set and letX̃T,t0 be as described above. If
{xi}∞i=1 is a complete Schauder basis forL2(T,C3) then it is a complete Schauder basis
for X̃T,t0 .

Corollary 2.3.3. LetX̃T,t0 , ỸR andΓ be as described in theorem 2.2. Then, the operator
Γ is compact.

Proof. The integral kernel that describes the operatorΓ is continuous onT ×R. There-
fore the operator is compact if it is defined onL2(T,C3). Hence the operatorΓ is
compact from theorem 2.2.

The first corollary above is used to ensure that constraint 3 specified in the introduc-
tion to this chapter is satisfied. Because the set of continuous functions is dense iñXT,t0 ,
for anyJ ∈ X̃T,t0 and anyδ > 0, there exists aJ1 ∈ X̃T,t0 such that‖J − J1‖ eXT,t0

≤ δ

and a continuous function is a member of the equivalence class J1. The second corol-
lary is useful in the numerical computation of degrees of freedom. As explained in the
following two chapters, the existence of a complete Schauder basis is essential for the
numerical computation of degrees of freedom. Because thereare several well known
Schauder bases forL2(T,C3), the corollary ensures that we have an adequate supply of
Schauder bases for̃XT,t0 .

2.4 Finite Power Case

The finite power case is almost identical to the finite energy case. The only difference
is that the total lost and radiated power is used to define a norm on the space of source
current densities. The proofs of the following theorems arealmost identical to the finite
energy case and are omitted here.

SupposeJ ∈ L2(T,C3) is some function, such thatℜ{J(r)ejωt}, r ∈ T , t ∈ R

is the current density. Then we can calculate the total energy radiatedPrad(J) from
equation (2.1) and the total energy lost as heat,Ploss(J) from equation (2.2).
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Theorem 2.4. Let T ⊂ R
3 be some compact set. Then we can define a norm on

L2(T,C3) as follows. For allJ ∈ L2(T,C3),

‖J‖ eXT
= [Ploss(J) + Prad(J)]1/2 .

Here,Ploss andPrad are as defined in equations(2.1)and (2.2) respectively.

The major difference between the finite energy case and the finite power case is that
there is no obvious way of defining an inner product on the space of source functions
X̃T in the finite power case. This is because the radiated power inequation (2.1) is
determined using a vector product and not a scalar product. Therefore the space of
source current densities is not an inner product space. In the following section I de-
velop a novel theory to cope with compact operators on normedspaces without an inner
product structure.

Now, letR be some compact subset ofR3. Then the space of receiver functionsỸR
is similar to the space of receiver functions in the finite energy case. Instead of using
the energy stored in the receiving volumeR at time instantt0, we use the time-averaged
energy stored in the receiving volume as defined in equation (2.5) to induce a norm on
the spacẽYR. We can again prove the following theorem which shows that the finite
power case can be written as an SWC.

Theorem 2.5.Let X̃T andỸR be as described above. Then, the operatorΓ : X̃T → ỸR
which maps any current density iñXT to the corresponding electric and magnetic fields
in ỸR is linear and bounded.

We can also prove the following theorem and corollaries, butthe proofs are omitted
here because they are identical to the finite energy case.

Theorem 2.6.LetT be a compact set and let̃XT be the normed space described above.
If x ∈ L2(T,C3) thenx ∈ X̃T . Moreover, ifx ∈ L2(T,C3) and {x1,x2, . . .} is a
sequence inL2(T,C3), then

lim
n→∞

‖xn − x‖ eXT
= 0 ⇔ lim

n→∞
‖xn − x‖L2(T,C3) = 0.

Corollary 2.6.1. Let T be some compact set and letX̃T be as described above. Then
the space ofC3 valued continuous functions defined onT is dense inX̃T .

Corollary 2.6.2. LetT be some compact set and letX̃T be as described above. Ifxi is
a Schauder basis forL2(T,C3) then it is a Schauder basis for̃XT .

Corollary 2.6.3. Let X̃T , ỸR andΓ be as described in theorem 2.5. Then, the operator
Γ is compact.
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2.5 Discussion

The abstract concept of an SWC was introduced in definition 2.1. In this section I
explain how the channels discussed in several papers can be written as SWCs.

As discussed in section 1.4, Bucciet. al. [25,33] study the degrees of freedom of
electromagnetic fields. Suppose that all sources and scatterers are restricted to be within
a sphereB ⊂ R

3 of radiusa and the field is measured over an observation curveC ⊂ R
3

of arc length2S. Suppose thatJ(r′), r′ ∈ B gives the total current density of the sources
and that induced on the scatterers. The total current (source and induced) density is
assumed to be constrained so that

∫

B

|J(r′)|2d3r′ ≤ Ia. (2.13)

whereI is some positive constant. Then the electric field at a pointr is given by

E(r) =

∫

B

J(r′)G(r, r′)dr′ ∀r ∈ C. (2.14)

Here, the dyadic Green’s function [25]

G(r, r′) = −i ωµ0

4πR
exp[iβ(r −R)]N(R), (2.15)

N(R) = I +R exp(jβR)∇∇
β2

exp(−iβr)
R

(2.16)

with, r ∈ C, r′ ∈ B andR = |r−r′|. Also,ω is the angular frequency of the electromag-
netic wave,β is the wave number andµ0 is the permeability of free space. One can now
define the operatorΓ : J 7→ E. Therefore,(L2(Ba,R3(0),C3),L2(C,C3),Γ) is the SWC
studied in [33]. There is a subtle difference between the physical situation modeled by
this channel and the corresponding SWC. In an SWC, we assume that any source cur-
rent density in the transmitter space of functions, the normof which is less than some
pre-specified bound, can be generated on a real antenna. However, Bucciet. al. [25]
assume that the scatterers and sources are within the volumeBa,R3(0). Therefore, only
certain source/induced current densities are possible that depend on the scatterer distri-
bution within this volume. However, in all subsequent analysis in [25,33] it is assumed
that any element ofL2(Ba,R3(0),C3) that satisfies the constraint in equation (2.13) can
be a source/induced current density. So, we can assume that the channel used in [25,33]
can be written as an SWC.

The work of Bucciet. al.[25] is similar to that of Miller [26] where scalar waves are
studied. Miller [26] analyses communication between volumes using scalar waves. The
main assumption in Miller [26] is that the transmitter is constrained to be in a volume
V ⊂ R3 and the receiver is constrained to a volumeW ⊂ R3. We can assume thatV and
W are compact. Miller [26] assumes that the transmitter wave functionψ ∈ L2(V,C)
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generates a wave functionΓψ ∈ L2(W,C) according to

(Γψ)(y) =

∫

V

G(x,y)ψ(x)dx ∀y ∈W.

Here, the operatorΓ : L2(V,C) → L2(W,C) and [26]

G(x,y) =
exp{ik|x − y + e3r0|}

4π|x− y + e3r0|
.

Herex ∈ V,y ∈ W , r0 ∈ R is the distance between the centers of the transmitter and
receiver ande3 is a unit vector in the direction of the vector connecting these centers. It
was shown in example 2.1 that this channel can be written as anSWC. Piestunet. al.[34]
study communication using vector waves and their work is very similar to that of [26]
which studies communication using scalar waves. Therefore, the channel studied in [34]
can similarly be written as an SWC.

Hanlenet. al. [36] generalise the work in [26] by including the effect of scatter-
ers. The effect of scatterers is incorporated into the channel operatorΓ in an SWC.
Therefore, the channel studied in [36] can be written as an SWC. Similarly, the channel
studied in Xuet. al. [37], which generalises the work of [34] to include the effect of
scatterers can be written as an SWC by changing the operatorΓ.

Poonet. al. [28] also consider communication between finite volume transmitters
and receivers in the presence of scatterers. But instead of considering individual scat-
terers, they consider a cluster of scatterers that are constrained to be within some finite
volume. The scatterers reflect waves from the transmitter tothe receiver provided the
waves from the transmitter emerge from some solid angleΩt [28]. The Green’s function,
G(rR, rT ) is split up into three components

G(rR, rT ) =

∫ ∫
AR(rR, K̂)H(K̂, k̂)AT (k̂, rT )dK̂dk̂. (2.17)

HereAT models the transmitting volume,AR models the receiving volume andH mod-
els the scatterers. Also,̂K and k̂ are unit vectors in the transmitting and receiving
volumes and the integration is performed over the unit spheres. In order to model the
scattering environment, [28] assumes that

H(K̂, k̂) 6= 0 if and only if k ∈ Ωt andK ∈ Ωr.

Here,Ωt andΩr are solid angles over which the scatterers are assumed to be visible from
the transmitting and receiving volumes [28]. The channel studied by Poonet. al. [28]
can be written as an SWC similar to the channel studied by Miller [26]. The SWC is
simply (L2(AT ,C

3),L2(AR,C
3),Γ). Here the channel operatorΓ is determined by the

Green’s function in equation (2.17).
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2.6 Chapter Conclusion

Spatial waveform channels have previously been used to calculate performance bounds
for MIMO channels [26,28,36,37,45]. However, SWCs have notbeen clearly defined in
any of these papers. In this chapter I give a novel definition for SWCs that is sufficiently
general to include the works of [25,26,28,36,37,45] as special cases. This definition
gives SWCs sufficient structure to model the different physical constraints imposed on
MIMO systems.

According to definition 2.1 an SWC is a triple(F̃T , F̃R,Γ). HereF̃T is the space
of all the transmitter current densities,̃FR is the space of electromagnetic fields in the
receiving volume andΓ : F̃T → F̃R is a bounded linear operator that determines the
electromagnetic field in the receiving volume given the current density in the transmit-
ting volume. The spaces̃FT andF̃R are normed spaces and the norms on these spaces
can be physically interpreted as energy or power.

The main contributions of this chapter are as follows:

1. Novel definition for spatial waveform channels and a physical interpretation of
the definition.

2. Demonstrated that communication using electromagneticwaves in MIMO sys-
tems can be written as an SWC. The constraints imposed on a MIMO system can
be incorporated into the corresponding SWC model.

3. Established several properties in sections 2.3 and 2.4 ofSWCs that can be used
to model communication using electromagnetic waves in:finite energyandfinite
powercases.
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Chapter 3

Degrees of Freedom and Essential
Dimension for Compact Operators

The concepts of degrees of freedom and essential dimension are very general. In this
chapter I motivate the definition for degrees of freedom at level ǫ for a compact operator
on an arbitrary normed space. I then explain how the notion ofdegrees of freedom can
be used to define generalised singular values. As the name suggests, singular values
of compact operators on Hilbert spaces are special cases of generalised singular values.
These generalised singular values play the same role that the well known singular values
of compact operators on Hilbert spaces do. I also distinguish between the terms essential
dimension and degrees of freedom and show that one can associate a unique essential
dimension with any compact operators on normed spaces.

3.1 Motivation

I motivate the definition of degrees of freedom at levelǫ for compact operators on
normed spaces by considering linear operators on finite dimensional spaces. I will dis-
cuss several possible definitions for degrees of freedom. I will explain the physical
intuition behind each definition using a simple example.

Consider a communication channel that usesn transmitting antennas andm receiv-
ing antennas which can be mathematically modeled as follows. Let the current on the
n transmitting antennas be given byx ∈ Cn. This current on the transmitting antennas
generates a currenty ∈ Cm in them receiving antennas according to the equation

y = Hx.

Here,H ∈ Cm×n is the channel matrix. We can define the operatorH : Cn → Cm as
x 7→ y.
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Note thaty is not assumed to be the current on the receiving antenna but is the
current generated by the transmitting antenna in the receiving antenna. To complete the
model let the current on the receiving antenna be given by

yr = Hx + n.

Heren is the additive noise present at the receiver. The fundamental problem in com-
munication is to determine the signalx that was transmitted given that some signalyr
was received. Generally this problem is ill-conditioned.

Firstly, H need not be injective. Therefore, there might exist ay ∈ HCn and
x1,x2 ∈ Cn such thatx1 6= x2 and

Hx1 = Hx2 = y.

Even ifH is injective the problem could be ill-conditioned owing to the presence of
noise. Suppose the noise in the receiver can be modeled as follows:

Prob(n) =

{ 1
N(ǫ)

|n| ≤ ǫ,

0 |n| > ǫ.

Here, ǫ > 0 is some constant andN(ǫ) is a normalisation constant. So, ify is the
received signal then we can only tell for certain that the transmitted signalx is in the
setH−1(Bǫ,Cm(y) ∩HCn). Here,Bǫ,Cm(y) is the closed ball of radiusǫ centered aty.
Therefore, the noise in the receiver fundamentally determines whether or not one can
calculate the transmitted signal given the received signal.

It is possible to overcome the above problem by using the following method. For all
setsQ ⊂ Cm letBǫ,Cm(Q) = ∪y∈QBǫ,Cm(y). Also, let the setS ⊂ Cn be such that

∀y ∈ Bǫ,Cm(HS) : H−1(Bǫ,Cm(y)∩HS)∩S contains exactly one element. (3.1)

If we ensure that the transmitted signal is an element ofS, then for each received signal,
one can uniquely determine the transmitted signal. Generally, there will exist sets that
satisfy the above condition and have infinitely many elements.

However, along with non-zero receiver noise, in most physical channels only a finite
amount of powerP > 0 is available for transmission. That is,

|x| ≤ P.

Without loss of generality, we can assume thatP = 1 because if the available power is
different from 1, then we can always scaleǫ accordingly. This leads us to

Possible Definition for Degrees of Freedom 1.SupposeH : Cn → Cm is a linear
operator and letǫ > 0. Then the number of degrees of freedom at level-ǫ is the largest
numberN such that there exists a setS ⊂ B1,Cn(0) ⊂ C

n withN elements that satisfies
property(3.1).
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One can think of the number of degrees of freedom as the maximal number of dif-
ferent signals that a transmitter can send so that, even in the presence of noise and a
power constraint on the transmitted signal, the receiver can decode the received signal
to accurately determine the transmitted signal.

An alternative way of defining the degrees of freedom is in terms of finiteǫ-nets1.
If y andy′ are two received signals then I will call the signalsy andy′ physically
indistinguishable at level-ǫ if |y−y′| ≤ ǫ (see eg. [25]). The intuition behind calling two
such functions physically indistinguishable is fairly obvious. If the distance between the
vectorsy andy′ is less thanǫ, the noise at the receiver can makey look like y′ so a
real physical receiver cannot tell the difference betweeny andy′. Also we will call a
setS physically indistinguishable from a setS ′ at level-ǫ if for all x ∈ S there exists an
x′ ∈ S ′ such that|x − x′| ≤ ǫ. That is,S ′ is anǫ-net forS.

The notion of physical indistinguishability can be used to define the degrees of free-
dom because the setHB1,Cn(0) is physically indistinguishable from some set with a
finite number of elements. To see this note thatHB1,Cn(0) is a bounded subset of a
finite dimensional space and is therefore totally bounded. It therefore has a finiteǫ-net.

Possible Definition for Degrees of Freedom 2.SupposeH : Cn → Cm is a linear
operator and letǫ > 0 be given. Then the number of degrees of freedom at level-ǫ ofH
is the smallest numberN such thatHB1,Cn(0) has anǫ-net withN elements.

One can think of the degrees of freedomN as the minimum number of vectors
x1, . . . ,xN ∈ Cn so that for all possible transmitter functionsx ∈ B1,Cn(0), there exists
somexi, 1 ≤ i ≤ N such thatHx andHxi are physically indistinguishable at the
receiver.

The following example will make the two definitions clearer.

Example 3.1.Letm = n = 2, P = 1, ǫ = 0.25 and

H =

[
1 0
0 2

]

Now suppose thatN1 andN2 are respectively the degrees of freedom ofH if degrees of
freedom are defined as in the possible definitions 1 and 2

The setS = {(x, y) : x ∈ {0, 0.5}, y ∈ {0, 0.25, 0.5}} satisfies(3.1). Therefore, the
number of elements ofS, 6 is a lower bound forN1.

The setSǫ = {(x, y) : x = 0.1n, y = 0.1m,n = 1, . . . , 10 andm = 1, . . . , 20} is
an ǫ-net forHBP,C2(0). Therefore the number of elements inSǫ, 200 is an upper bound
for N2.

1If S is any subset of a metric space thenSǫ is anǫ-net forS if for all x ∈ S, there exists anxǫ ∈ Sǫ

such thatdist(x, xǫ) < ǫ.
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The above example illustrates the physical interpretationof the degrees of freedom.
But, the problem with using either of these definitions for degrees of freedom is that it is
very difficult to calculate the exact number of degrees of freedom. This fact is obvious
from the very simple example considered above. This problemis commonly know as
the sphere packing problem. Though we cannot easily solve this problem, we can look
at the dimensionality of the sphere packing problem. That is, instead of looking at
specific subsetsS andSǫ of Cn andCm, we can look at linear subspaces.

The singular value decomposition theorem tells us that there exists a set of basis
functions inC

n andC
m such that the matrix representation forH in these basis function

is diagonal. LetH be such a matrix with the basis functions ordered such that the
diagonal elements are in decreasing order. A simple examination of the diagonal matrix
proves that2

1. for all ǫ > 0 there exist a numberN1 and a set of mutually orthogonal vectors,
{v1, . . . ,vN1} ⊂ C

n such that if any vectorv is orthogonal tovi, i = 1, . . . , N1

and if |v| ≤ 1, then|Hv| < ǫ. For a givenǫ, call the smallest number that satisfies
the above conditionN1(ǫ). Note that the vectorsv1, . . . ,vN1 span the space of
all linear combinations of the right singular vectors ofH whose corresponding
singular values are greater thanǫ.

2. for all ǫ > 0 there exist a numberN2 and a set of linearly independent vectors,
{u1, . . . ,uN2} ⊂ Cm such that for allv ∈ B1,Cn(0),

inf
ai

|Hv −
N2∑

i=1

aiui| < ǫ.

For a givenǫ, call the smallest number that satisfies the above conditionN2(ǫ).
Note that the vectorsu1, . . . ,uN1 span the space of all linear combinations of the
left singular vectors ofH whose corresponding singular values are greater thanǫ.

A simple examination of the diagonal matrix tells us that both N1(ǫ) andN2(ǫ) are
equal to the number of singular values ofH that are greater thanǫ. This leads us to our
definition for degrees of freedom in finite dimensional spaces.

Definition 3.1. LetH : Cn → Cm be a linear operator and letǫ > 0 be given. Then the
number of degrees of freedom at level-ǫ for H is the smallest numberN such that there
exists a set of vectorsu1, . . . ,uN ∈ Cm such that for allv ∈ B1,Cn(0),

inf
a1,...,aN

|Hv −
N∑

i=1

aiui| < ǫ.

2I will not go through a detailed proof here because this is just a special case of theorem 3.4.
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This particular characterisation for the number of degreesof freedom is the one
that is most easily generalised to compact operators on normed spaces. Moreover, it is
fairly straightforward to compute the singular values of matrices and therefore one can
calculate the degrees of freedom for a given matrix. The following example illustrates
the use of the above definition for degrees of freedom.

Example 3.2.Letn = 5,m = 4 and3

H =




0.2 0.2 0.5 1.0 0.8
0.8 0.6 0.9 0.2 0.1
0.1 0.3 0.6 0.8 0.6
0.5 0.1 0.0 0.6 0.1




The singular values ofH are4.6, 1.0, 0.30, 0.01 and0. Therefore the number of degrees
of freedom at level-0.1 is 3 and the number of degrees of freedom at level-0.001 is 4.

I will look at one final example to show how the ideas in the previous example can be
generalised to infinite dimensional function spaces. The main tool used in this example
is the singular value decomposition of compact operators inHilbert Spaces.

Example 3.3. Consider communication using scalar waves in free space using finite
volume transmitting and receiving antennas (see example 2.1). Let V,W ⊂ R3 be
measurable, compact andV

⋂
W = ∅ andG : V ×W → C be defined by

G(x,y) =
ejk|x−y|

4π|x− y| .

Then,

1. Γ : L2(V,C) → L2(W,C) defined by

(Γφ)(z) =

∫

V

G(x, z)φ(x)dx

is compact [46].

2. K : V × V → C defined by

K(x,y) =

∫

W

G∗(x, z)G(y, z)dz

is continuous and Hermitian.
3This matrix was generated using therand function in Matlab.
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3. Ψ : L2(V,C) → L2(W,C) defined by

(Ψφ)(y) =

∫

V

k(x,y)φ(x)dx

is compact, self-adjoint and non-negative.

4. We now have the spectral theorem [47, pp. 261]

Ψ = Γ∗Γ

=

∞∑

j=1

α2
j〈·, φj〉L2(V,C)φj.

Here,φj are the set of orthonormal eigenfunctions ofΨ that we can get via Gram-
Schmidt orthogonalisation andαj are the singular values ofΓ. Note that we can
haveαj = αi even ifi 6= j.

5. We also have the singular value decomposition (SVD) theorem [47, pp. 261]

Γ =
∑

j

〈·, φj〉L2(V,C)(Γφj) (3.2)

6. The eigenvalues{α2
j} of Ψ form a countable set with0 being the only possible

point of accumulation [48, thm 8.3-1].

Now supposeǫ > 0 is some small positive number. Then the number of mutually orthog-
onal functionsφ ∈ L2(V,C) such that‖φ‖L2(V,C) ≤ 1 and‖Γφ‖L2(W,C) > ǫ is finite. To
see this note that ifφi is an eigenfunction ofΨ then

‖Γφi‖2
L2(W,C) =

∫

W

{∫

V

G(x, z)φi(x)dx

}∗ ∫

V

G(y, z)φi(y)dydz

=

∫

V

φ∗
i (x)(Ψφi)(x)dx

= α2
i .

From point 6 above, we know that if{λj = α2
j} is the set of all eigenvalues ofΨ

then there is a finite subset{λji}Ni=1 of the set of eigenvalues such thatλj > ǫ if and
only if j ∈ {j1, . . . , jN}. The set{φj1, . . . , φjN} has the required property. Now, if
φ ∈ L2(V,C) with ‖φ‖L2(V,C) ≤ 1, then we can writeφ =

∑
j ajφj + φr. Here,

aj = 〈φ, φj〉L2(V,C) andφr is the remainder term. From Parseval’s theorem we have
∑

j

|aj |2 + ‖φr‖2
L2(V,C) ≤ ‖φ‖2

L2(V,C)

≤ 1.
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Finally, if φ ∈ L2(V,C) is orthogonal to all theφji, i = 1, . . . , N , the SVD theorem
(point 5) gives

‖Γφ‖2
L2(W,C) =

∑

j

|aj|2λj

=
∑

j
j 6= j1, . . . , jN

|aj|2λj

≤
∑

j
j 6= j1, . . . , jN

ǫ|aj |2

≤ ǫ.

Equally, for all ǫ > 0 there exists a numberN and a set of functionsψ1, . . . ψN such
that for all φ ∈ L2(V,C), ‖φ‖L2(V,C) ≤ 1

inf
a1,...,aN

‖Γφ−
N∑

i=1

aiψi‖L2(W,C) ≤ ǫ

The proof follows from choosingψi = Γφji.

The singular value decomposition theorem was used in the previous example to
prove the required result. However, the compactness of the operatorΓ is essential to
ensure that the eigenvalues ofΓ∗Γ form a countable set with zero being the only pos-
sible point of accumulation. This leads us to the idea that the compactness ofΓ is
sufficient to ensure that we can generalise the notion of degrees of freedom to compact
operators in normed spaces. In fact, the definition for degrees of freedom can then be
used to define singular values for compact operators on arbitrary normed spaces. This
will be extremely useful in numerically calculating the degrees of freedom for compact
operators.

3.2 Degrees of Freedom for Compact Operators

In this section I show how the definition of degrees of freedomin finite dimensional
spaces can be generalised to compact operators on arbitrarynormed spaces. The follow-
ing theorem shows that it makes sense to talk about the numberof degrees of freedom
for compact operators.
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Theorem 3.1. SupposeX and Y are normed spaces with norms‖ · ‖X and ‖ · ‖Y
respectively andT : X → Y is a compact operator. Then for allǫ > 0 there exists
N ∈ Z

+
0 and{ψi}Ni=1 ⊂ Y such that

inf
a1,...,aN

‖Tx−
N∑

i=1

aiψi‖Y ≤ ǫ ∀x ∈ B1,X(0) (3.3)

Proof. The proof is by contradiction. Letǫ > 0 be given. Suppose no suchN exists.
Let x1 ∈ B1,X(0) be any vector. Chooseψ1 = Tx1. Then,

inf
a1

‖Tx1 −
1∑

i=1

aiψi‖Y = 0 ≤ ǫ.

Suppose that{ψ1, . . . , ψN} and{x1, . . . , xN} have been chosen. Then, by our assump-
tion, there exists anxN+1 ∈ B1,X(0) such that

inf
a1,...,aN

‖TxN+1 −
N∑

i=1

aiψi‖Y > ǫ. (3.4)

Choose,ψN+1 = TxN+1. Also, if M ≤ N , by choosingai = 0 if i ≤ N, i 6= M and
ai = 1, i = M in the inequality (3.4), we have

‖TxN+1 − TxM‖Y > ǫ.

Therefore, using the Cauchy criterion, the sequence{Txn}∞n=1 chosen by induction can-
not have a convergent subsequence. This is the required contradiction because{xn}∞n=1

is a bounded sequence andT is compact.

So we can use the following definition for the number of degrees of freedom at
level-ǫ for compact operators on normed spaces.

Definition 3.2 (Number of degrees of freedom at level-ǫ). SupposeX andY are normed
spaces with norms‖ · ‖X and‖ · ‖Y respectively andT : X → Y is a compact operator.
Then the number of degrees of freedom at level-ǫ is the smallestN ∈ Z

+ such that there
exists a set of vectors{ψ1, . . . , ψN} ⊂ Y such that

inf
a1,...,aN

‖Tx−
N∑

i=1

aiψi‖Y ≤ ǫ ∀x ∈ B1,X(0).

This definition is a descriptive one and can not be used to calculate the number of
degrees of freedom for a given compact operator. In the finitedimensional case we can
calculate the degrees of freedom by calculating the singular values. However, as far as
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I am aware, there is no known description of singular values for compact operators on
arbitrary normed spaces. In the following I will give a noveldefinition for generalised
singular values of compact operators4. In fact we use the degrees of freedom to define
singular values.

I will first establish some very simple properties of degreesof freedom at level-ǫ of
compact operators.

Theorem 3.2. SupposeX and Y are normed spaces with norms‖ · ‖X and ‖ · ‖Y
respectively andT : X → Y is a compact operator. LetN (ǫ) denote the number of
degrees of freedomT at level-ǫ. Then

1. There exists anǫ0 ≤ ‖T‖ <∞ such that for allǫ > ǫ0, N (ǫ) = 0.

2. N (ǫ) is a non-increasing function ofǫ.

3. In any finite interval,(ǫ1, ǫ2) ⊂ R, with ǫ2 > ǫ1 > 0, N (ǫ) has only finitely many
discontinuities (different values).

4. UnlessT is identically zero, there exists anǫ0 such that for allǫ < ǫ0, N (ǫ) ≥ 1.

Proof. 1. BecauseT is compact, it is bounded and therefore‖T‖ < ∞. Suppose
ǫ > ‖T‖ then from the definition of‖T‖, if φ ∈ X and‖φ‖X ≤ 1, then‖Tφ‖ ≤
‖T‖ < ǫ. ThereforeN (ǫ) = 0.

2. Supposeǫ1 < ǫ2. Then there exist functionsψ1, . . . , ψN (ǫ1) such that for allφ ∈
B1,X(0),

inf
a1,...,aN (ǫ1)

‖Tφ−
N (ǫ1)∑

i=1

aiψi‖Y < ǫ1 < ǫ2

ThereforeN (ǫ2) ≤ N (ǫ1) from the definition of degrees of freedom at level-ǫ.

3. This follows from part 2 and the definition of degrees of freedom at level-ǫ.

4. Because‖T‖ > 0, there exists a functionφ ∈ X, ‖φ‖X ≤ 1 such that‖Tφ‖Y > 0.
Then for allǫ < ‖Tφ‖, N (ǫ) ≥ 1.

The following examples show that asǫ goes to zero,N (ǫ) can both be bounded or
go to infinity.

4In chapter 4 I will explain how one can use numerical methods to calculate these singular values.
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Example 3.4. Let l1 be the Banach space of all real-valued sequences with finitel1

norm and let(e1, e2, . . .) be the standard Schauder basis forl1. Then define the operator
T : l1 → l1 asen 7→ e1 ∀n. This operator is compact.

To see this letxn =
∑∞

i=1 αinei, n = 1, 2, . . . be a sequence in the unit ball inl1.
Then

∞∑

i=1

|αin| ≤ 1.

So

Txn =

[
∞∑

i=1

αin

]
e1

is well defined and bounded. Because the dimension of the range of T is one, it is
compact [48] and for allǫ > 0 theN (ǫ) ≤ 1.

Example 3.5. Let l1 and (e1, e2, . . .) be as defined in the previous example. Define
T : l1 → l1 asen 7→ 1

n
en ∀n. It is fairly trivial to show thatT is compact and also that

limǫ→0 N (ǫ) = ∞.

Figure 3.1 shows a typical example of degrees of freedom at level-ǫ for some com-
pact operator that satisfies all the properties in the above theorem. We identify the
discontinuities in the number of degrees of freedom ofT at level-ǫ with the singular
values ofT .

Definition 3.3 (Generalised Singular Values). SupposeX andY are normed spaces and
T : X → Y is a compact operator. LetN (ǫ) denote the number of degrees of freedom
of T at levelǫ. Thenǫm is themth generalised singular value ofT if

supǫ>ǫm N (ǫ) = m− 1 and

infǫ<ǫm N (ǫ) = M ≥ m.

Further, ifm < M then for allm < n ≤ M , ǫn := ǫm is thenth generalised singular
value ofT .

Note that we used the behavior of degrees of freedom to identify the generalised
singular values. Let the degrees of freedom of the operatorΓ be as shown in figure 3.1.
Then the generalised singular values,ǫm, of Γ identify the jumps in the degrees of
freedom. So,ǫ1 = 0.9, ǫ2 = ǫ3 = ǫ4 = 0.8, ǫ5 = 0.6 . . ..

The intuition behind the definition for generalised singular values needs further clar-
ification. In the finite dimensional case, ifǫp is thepth singular value of some operator
Γ : Cn → Cm, then there exist corresponding left and right singular functionsvp ∈ Cn

andup ∈ Cm such thatvp is of unit norm,Γvp = up and the norm ofup is ǫp. This is
not necessarily true for arbitrary compact operators on normed spaces as the following
example proves.
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Figure 3.1: Degrees of Freedom of a Compact Operator
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Example 3.6.Let l1 be the sequence space of real numbers with the standard Schauder
basis(e1, e2, . . .). Define the operatorΓ : l1 → l1 as Γen = (1 − 1

n
)e1 ∀n. ThenΓ

is bounded and because the range ofΓ is finite dimensional it is compact. Also, the
number of degrees of freedom ofΓ at level-ǫ is

N (ǫ) =

{
0 if ǫ ≥ 1,
1 if ǫ < 1.

Soǫ1 = 1. However, for any vectoru in the unit ball inl1, ‖Γu‖l1 < 1.

The above example motivates the following theorem which explains the intuition
behind the definition of generalised singular values.

Theorem 3.3. SupposeX and Y are normed spaces with norms‖ · ‖X and ‖ · ‖Y
respectively andΓ : X → Y is a compact operator. Letǫm be a singular value of the
operatorΓ. Then for allθ > 0, there exists a functionψ ∈ B1,X(0) such that

ǫm + θ ≥ ‖Γψ‖Y ≥ ǫm − θ.

Proof. The proof is by contradiction. Assume that there exists aθ > 0 such that for all
ψ ∈ X, if ‖ψ‖X = 1 then‖Γψ‖Y /∈ [ǫm − θ, ǫm + θ]. Let N (ǫ) denote the number
of degrees of freedom at levelǫ of the operatorΓ. From the definition of degrees of
freedom at level-ǫ we have

N (ǫm + θ) ≤ m− 1, (3.5)

N (ǫm − θ) ≥ m. (3.6)

So there exist functionsφ1, . . . , φm−1 such that for allψ ∈ B1,X(0)

inf
a1,...,am−1

‖Γψ −
m−1∑

i=1

aiφi‖ ≤ ǫm + θ.

Because for allψ ∈ X, if ‖ψ‖X = 1 then‖Γψ‖Y /∈ [ǫm − θ, ǫm + θ],

inf
a1,...,am−1

‖Γψ −
m−1∑

i=1

aiφi‖ ≤ ǫm − θ.

if ‖ψ‖X = 1. SoN (ǫm − θ) ≤ m− 1. This contradicts equation (3.6). Therefore there
exists aψ ∈ B1,X(0) that satisfies the conditions of the theorem.

The above theorem shows how the generalised singular valuesare related to the tra-
ditionally accepted notion of singular values of compact operators on Hilbert spaces.
However, we still need to prove that in the special case of Hilbert spaces, the new defi-
nition for generalised singular values agrees with the traditionally accepted definition.
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Recall that ifH1 andH2 are Hilbert spaces with inner products〈·, ·〉H1 and〈·, ·〉H1

respectively and ifT : H1 → H2 is a compact operator then the Hilbert adjoint operator
for T is defined as the operatorT ∗ : H2 → H1 that satisfies [48, Sec. 3.9]

〈Tx, y〉H2 = 〈x, T ∗y〉H1 ∀x ∈ H1 andy ∈ H2.

The singular values ofT are defined to be the square roots of the eigenvalues of the
operatorT ∗T : H1 → H1. I will refer to these as Hilbert space singular values to
distinguish them from generalised singular values.

In order to prove that the generalised singular values are equal to Hilbert space
singular values we need the following theorem. This theoremis important in its own
right because it shows that there are two other equivalent ways of calculating the degrees
of freedom of a Hilbert space operator.

Theorem 3.4. SupposeH1 andH2 are Hilbert spaces andT : H1 → H2 is a compact
operator. Then for allǫ > 0 there exists anN ∈ Z+ and a set ofN mutually orthogonal
functions{φi}Ni=1 such that if

x ∈ H1, ‖x‖H1 ≤ 1 and〈x, φi〉H1 = 0

then

‖Tx‖H2 ≤ ǫ.

Moreover the smallestN that satisfies the above condition for a givenǫ is equal to the
number of degrees of freedom ofT at level-ǫ.

Proof. I first prove that such anN exists and then prove that the smallest suchN is in
fact equal to the number of degrees of freedom.

Let ǫ > 0 be given. BecauseT is compact, we can use the singular value decompo-
sition theorem which says [47, pp. 261]

T · =
∑

i

σi〈·, φi〉H1ψi. (3.7)

Here, σi, φi andψi are the Hilbert space singular values and left and right singular
functions ofT , respectively. BecauseT is compact, the set of singular values is at most
countable [48, thm 8.3-1] and we can reorder the Hilbert space singular values so that
σi ≥ σj if i < j. Also, because 0 is the only possible point of accumulation for the
Hilbert space singular values [48, thm 8.3-1], there existsa numberN1 ∈ Z+ such that
σn > ǫ if and only if n ≤ N1.
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Now, if x is orthogonal toφi, i = 1, . . . , N1 and if ‖x‖H1 ≤ 1 then from equa-
tion (3.7)

‖Tx‖2
H2

=

∞∑

i=1

σ2
i |〈x, φi〉H1|2‖ψi‖2

H2

< ǫ2
∞∑

i=N1+1

|〈x, φi〉H1 |2

≤ ǫ2.

It is fairly trivial to prove thatN1 is the smallest number that satisfies the conditions
of this theorem because otherwise some element in the span of{ψ1, . . . , ψN1} will be
orthogonal to the span of any chosen set of elements{ψ′

1, . . . , ψ
′
M} if M < N1.

To prove the second part of the theorem letN2 denote the number of degrees of
freedom ofT at level-ǫ. Then to prove thatN2 ≥ N1 note that ifx is in the unit ball
in H1 then we can writex =

∑∞
i=1〈x, φi〉H1φi + xr. Herexr is the remainder term

that is orthogonal to all theφi. So, from the singular value decomposition theorem
(equation (3.7))

‖Tx−
N1∑

i=1

σi〈x, φi〉H1ψi‖H2 ≤ ǫ.

To prove thatN1 ≥ N2 assume thatN2 > N1 for a contradiction. Then there exists
a set{ψ′

i}N1
i=1 such that

inf
a1,...,aN1

‖Tx−
N1∑

i=1

aiψ
′
i‖H2 ≤ ǫ ∀x ∈ H1, ‖x‖H1 ≤ 1.

Because we assumeN2 > N1, there exists ay ∈ span{ψ1, . . . , ψN2} which is orthogo-
nal to allψ′

i. Let y =
∑N1

i=1 biψi. Theny = Tx wherex =
∑N1

i=1
bi
σi
φi from the singular

value decomposition theorem. We can assume, w.l.o.g. that thebi are normalised so that
‖x‖H1 = 1. Then

inf
a1,...,aN

‖Tx−
N2∑

i=1

aiψ
′
i‖2

H2
= ‖y‖2

H2
(3.8)

=

N1∑

i=1

b2i (3.9)

>
N1∑

i=1

b2i
σ2
i

ǫ2 (3.10)

= ǫ2. (3.11)
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In the above we get equation (3.8) from the fact thaty is orthogonal toψ′
i, inequal-

ity (3.10) from the definition ofN1 and equation (3.11) from‖x‖H1 = 1.
The inequality (3.11) is the required contradiction. This proves thatN2 = N1.

Corollary 3.4.1. Suppose thatH1 andH2 are Hilbert spaces andT : H1 → H2 is
a compact operator. Then the number of degrees of freedom at level-ǫ is equal to the
number of Hilbert space singular values ofT that are greater than or equal toǫ.

We can now easily prove that the new definition for generalised singular values
agrees with the traditionally accepted definition for singular values on Hilbert spaces.

Theorem 3.5. SupposeH1 andH2 are Hilbert spaces andT : H1 → H2 is a compact
operator. Suppose{ǫm} are the generalised singular values ofT and {λm} are the
possibly repeated eigenvalues written in non-increasing order of the operatorT ∗T :
H1 → H1. Then

λm = ǫ2m.

Proof. From corollary 3.4.1 we know thatN (ǫ) is equal to the number of Hilbert space
singular values ofT that are greater than or equal toǫ. Therefore ifǫm is themth

generalised singular value ofT then ǫm must also be themth Hilbert space singular
value ofT which is

√
λm.

In Hilbert spaces we have three characterizations for degrees of freedom: 1) As
in Definition 3.3, 2) As in Corollary 3.4.1 in terms of singular values and 3) As in
Theorem 3.4 in terms of mutually orthogonal functions in thedomain.

The first two characterisations can be generalised to normedspaces. However, the
final characterisation is more difficult to generalise. It would be extremely useful to
generalise the final characterisation because, for the Hilbert space case, the functionsφi
in theorem 3.4 are the best functions to transmit. One could possibly replace the mutual
orthogonality by using Riesz’s lemma which states (see eg. [48, pp. 78])

Lemma 3.6 (Riesz’s lemma). Let Y andZ be subspaces of a normed spaceX and
suppose thatY is closed and is a proper subspace ofZ. Then for allθ ∈ (0, 1) there is
a z ∈ Z such that

‖z‖ = 1 and‖y − z‖ > θ∀y ∈ Y. (3.12)

The following conjecture is still an open question.

Conjecture 3.1. Let X and Y be reflexive Banach spaces and letT : X → Y be
compact. Given anyǫ > 0 and someθ ∈ (0, 1), there exists a finite set of vectors
{φi}Ni=1 such that for allx ∈ X

‖x‖X ≤ 1 and inf
a1,...,aN

‖x−
N∑

i=1

aiφi‖X ≥ θ, (3.13)
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implies

‖Tx‖Y < ǫ.

Comparing with theorem 3.4, equation (3.13) is analogous torequiring thatx be
orthogonal toφi. The conjecture is definitely not true if the requirement of reflexivity is
removed as the next example proves.

Example 3.7. Consider the sequence spacel1 and let{en} be the standard Schauder
basis forl1. Then define the operatorT : l1 → l1 asen 7→ e1 for all n. It was proven in
example 3.4 thatT is compact.

Now if ǫ < 1, for any functionx ∈ l1 if ‖x‖ = 1, ‖Tx‖ = ‖x‖ = 1 > ǫ. So no finite
set of functions can satisfy the conditions in the conjecture.

3.3 Essential Dimension for Compact Operators

The definition for degrees of freedom given in the previous section depends on the
arbitrarily chosen numberǫ and therefore this definition does not give a unique number
for a given channel. The physical intuition behind choosingthis arbitrary small number
ǫ is best explained in [37]. In this paperǫ = σ2 is the noise at the receiver, and Xu and
Janaswamy [37] claim that the number of degrees of freedom fundamentally depends
on this noise at the receiver.

However, in several important cases the number of degrees ofa channel is essentially
independent of this arbitrarily chosen positive number [25–28,31,45]. This is due to the
fact that in these cases the singular values of the channel operator show a step like
behavior. Therefore, for a big range of valuesǫ, the number of degrees of freedom at
level-ǫ is constant. This leads us to the concept of essential dimensionality5 which is
only a function of the channel and not the arbitrarily chosenpositive numberǫ. Some
of the properties that one might require from the essential dimension of an operator are:

1. It must be uniquely defined for a given operatorΓ.

2. The definition must be applicable to a general class of operators under consider-
ation so that comparisons can be made between different operators. (c.f. the es-
sential dimension definition in [49] that is only applicableto the time-bandwidth
problem.)

3. It must in some senserepresentthe number of degrees of freedom at level-ǫ.

5Note that the term essential dimension has been used insteadof degrees of freedom in several papers.
As far as I am aware, this is the first time a distinction has been made between the two terms.
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The final requirement in defining the essential dimension needs further clarification.
Obviously the essential dimension ofΓ can not in general be equal to the number of
degrees of freedom at level-ǫ because the latter is a function ofǫ. However, if the
singular values ofΓ (in decreasing order) change suddenly from being large to small
then the ‘knee’ is at the essential dimension ofΓ. The following definition for the
essential dimension tries to identify this ‘knee’ in the setof generalised singular values.

Each level-ǫ defines a unique number of degrees of freedomNΓ(ǫ) for a given com-
pact operatorΓ. So for each positive integern ∈ Z+ we can calculateE(n) = µ({ǫ :
n = NΓ(ǫ)}). Hereµ(·) is the Lebesgue measure. This function is well defined because
of the properties of generalised singular values discussedin theorem 3.2. We can now
define the essential dimension ofΓ as follows.

Definition 3.4. The essential dimension of an operatorΓ is

EssDim(Γ) = argmax{E(n) : n ∈ Z
+}

whereE(n) is as defined above. Ifargmax above is not uniquely defined then one can
choose the smallestn of all then that achievemax{E(n)} as the essential dimension.

In this definition we are simply calculating the maximum range of values of the
arbitrarily chosenǫ over which the number of degrees of freedom of an operator does
not change.

This definition uniquely determines the essential dimension of all compact opera-
tors. Further, it is equal to the number of degrees of freedomat level-ǫ for the maximum
range ofǫ. Choosing this value for the number of degrees of freedom in order to model
MIMO communication has the big advantage that it is largely independent of the noise
level at the receiver. Further, if for a given noise level thenumber of degrees of freedom
is greater than the essential dimension then one can be sure that even if the noise level
varies by a significant amount the number of degrees of freedom is always greater than
the essential dimension.

The essential dimension ofΓ is the number of generalised singular values ofΓ after
which the change in two consecutive singular values is at a maximum. However, one
can also look at how the generalised singular values are changing gradually. The above
definition is a special case of the following definition of essential dimension of order-n
with n = 1.

Definition 3.5. LetX, Y be normed spaces and letΓ : X → Y be a compact operator.
Letλi be the generalised singular values ofΓ written in descending order. Forn even,
define the essential dimension ofΓ of order-n to beN if

λN−n/2 − λN+n/2 ≥ λM−n/2 − λM+n/2
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Figure 3.2: Singular values of an Operator

for all M 6= N . If there are severalN that satisfy the above condition, then choose the
smallestN that satisfies the above condition. Ifn is odd then we requireN to satisfy

λN−(n−1)/2 − λN+(n+1)/2 ≥ λM−(n−1)/2 − λM+(n+1)/2

for all M 6= N .

A simple example illustrates the concepts of essential dimensionality and degrees of
freedom.

Example 3.8. Figure 3.2 shows the singular values of some operatorΓ. For this oper-
ator the number of degrees of freedom at level-0.75 is 7 and at level-0.05 is 9. So the
number of degrees of freedom do not change much even though the numberǫ changed
by a great amount. One can identify the location of the ‘knee’in the singular values
with the essential dimension of the channel.

The essential dimension of the channel is 7. This is because for ǫ ∈ (0.8, 0.4),
NΓ(ǫ) = 7. ThereforeE(7) = 0.4 which is greater thanE(n) for all n 6= 7. The
essential dimension of order-2 is 8 becauseλ7−λ9 = 0.7 which is greater thanλM−1−
λM+1 for all M 6= 8.
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3.4 Discussion

There are several other known definitions for essential dimension and degrees of free-
dom as discussed in section 1.4. In this section I compare my definition with others
that are commonly used in the literature. Because no clear distinction has been made
between degrees of freedom and essential dimension in the literature, I compare defini-
tions that depend on some arbitrary constant with my definition for degrees of freedom
at level-ǫ and those that determine a unique number for a given channel to that of essen-
tial dimension.

3.4.1 Degrees of Freedom

There are several definitions for degrees of freedom at level-ǫ that are used in the liter-
ature. The definition of Bucciet. al. [25] is a special case of definition 3.2 for degrees
of freedom at level-ǫ. They study the case of communication using electromagnetic
waves. Suppose the current, both source and induced are elements ofBIa,L2(S,C3)(0)
and the electric field is an element ofL2(C,C3). Here,S is a sphere of radiusa, C is
some compact observation curve andI provides a finite bound on the source and in-
duced currents. Also, suppose that the operatorΓ : L2(S,C3) → L2(C,C3) determines
the electric field for a given source current.

Now letE = {g = Γf : f ∈ L2(B,C3), ‖f‖L2(B,C3) ≤ Ia} and given any two sets
A,B ⊂ L2(C) let

δ(A,B) = sup
a∈A

inf
b∈B

‖a− b‖C .

Bucci et. al. [25] assert that the operatorΓ has a finite number of degrees of freedom
if the setE is physically indistinguishable at levelǫ from another set that has a finite
number of functions. Bucciet. al.[25] definesE to be physically indistinguishable from
a setL ⊂ L2(C,C3) at levelǫ if L is anǫ-net of the setE . That is, if

δ(E ,L ) ≤ ǫ.

One could define the number of elements in the smallestǫ net ofE to be the number
of degrees of freedom of the channel. However, as Bucciet. al. [25] point out, this
definition is not the easiest one to use because it is extremely difficult to determine the
smallestǫ-net in many important cases. They suggest an alternative definition that is
easier to use in practice. The number of degrees of freedom ofthe operatorΓ at level-ǫ
is defined to be the dimension of the smallest subspaceLn ⊂ L2(C,C3) such that

δ(E ,Ln) ≤ ǫ.

This definition is a special case of my definition for degrees of freedom at level-ǫ.
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Miller [26] analyses communication between volumes using scalar waves. The main
assumption in [26] is that the transmitter is constrained tobe in a volumeV ⊂ R3

and the receiver is constrained to a volumeW ⊂ R3. We can assume thatV andW
are compact. Miller [26] assumes that the transmitter wave functionψ ∈ L2(V,C)
generates a wave functionΓψ ∈ L2(W,C) according to

(Γψ)(y) =

∫

V

G(x,y)ψ(x)dx ∀y ∈W.

Here, the operatorΓ : L2(V,C) → L2(W,C) and

G(x,y) =
exp{ik|x − y + e3r0|}

4π|x− y + e3r0|
.

Herex ∈ V,y ∈ W , r0 ∈ R is the distance between the centers of the transmitter and
receiver ande3 is a unit vector in the direction of the vector connecting these centers.

Miller [26] asserts that in order to find the bestcommunication modes, we need to
find the source wave functionψ that maximises the norm of the received wave function
φ which is given by

‖φ‖2
L2(V,C) =

∫

W

φ∗(y)φ(y)dz

=

∫

V

ψ∗(x1)

∫

V

∫

W

G∗(y,x1)G(y,x2)dyψ(x2)dx1dx2

=

∫

V

ψ∗(x1)

∫

V

K(x1,x2)ψ(x2)dx1dx2. (3.14)

(3.15)

Here

K(x1,x2) =

∫

W

G∗(y,x1)G(y,x2)dy.

It is well known that the functionψ that achieves the maximum value in equation (3.14)
is the eigenfunction with the highest eigenvalue of the integral equation

λψ(x1) =

∫

V

K(x1,x2)ψ(x2)dx2. (3.16)

Let {λi} and{ψi} be the sets of eigenvalues and their corresponding normalised eigen-
functions of equation (3.16), respectively, written in descending order of eigenvalues.
BecauseK(x1,x2) is self-adjoint the eigenfunctions{ψi} form an orthonormal set6.

6For repeated eigenvalues one can use the Gram-Schmidt method to ensure orthogonality.
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The eigenfunctionsψ1, ψ2, . . . are the best source functions to transmit in the sense
that out of all functionsψ ∈ L2(V,C) of unit norm,ψ1 maximises‖Γψ‖L2(W,C). Also,
given functions{ψi}n−1

1 , the function orthogonal toψ1, . . . , ψn−1 and of unit norm that
maximises‖Γψ‖L2(W,C) isψn [26]. Moreover, ifφi = Γψi then

‖φi‖2
L2(V,C) =

∫

V

ψ∗
i (x1)

∫

V

K(x1,x2)ψi(x2)dx1dx2

= λi.

Therefore Miller [26] asserts that the number ofsignificanteigenvaluesλi determine
the number of physically distinguishable signalsφi at the receiver. Hence the number of
significanteigenvalues of equation (3.16) gives the number of modes of communication.
Piestun and Miller [34] similarly analyse the case of vectorwaves. If we can assume
that an eigenvalue is significant if it is greater than some pre-specified levelǫ, then we
know from corollary 3.4.1 that the number of modes of communication is equal to the
number of degrees of freedom of the channel operator at level-

√
ǫ using my definition.

Xu et. al. [37] build on the results of [34] for vector waves to include the effect
of scatterers. They numerically evaluate the Green’s function for vector waves in the
presence of reflective scatterers in two dimensions using the finite moments method
(FMM). Xu et. al. [37] then numerically calculate the singular values of the operator
defined using the Green’s function. Supposeλn are the singular values in descending
order and also suppose that there is transmit power constraintPT > 0 and receiver noise
levelQ > 0. Xu et. al.[37] define the number of degrees of freedom ofΓ to be7

Ndof (PT , Q) = max{N : Pn = |an|2|λn| ≥ Q, n = 1, 2, . . . , N

and
N∑

n=1

|an|2 = Pt}.

The definition of Xu and Ganaswamy [37] is equivalent to definition 3.2 for the special
case of operators on Hilbert spaces. This is a direct consequence of corollary 3.4.1.

Newsam and Barakat [41] approach the problem of finding the degrees of freedom of
an operator differently. The primary interest of [41] is in the inverse problem: Suppose
g(t) =

∫
k(s−t)f(t)dt. Hereg(t), f(t) ∈ L2(R,C). Then giveng can we determinef?

This inverse problem is ill-posed in the sense that it is extremely sensitive to noise [41].
However, some components off(t) can be accurately determined and the number of
such components is defined to be the number of degrees of freedom of the operator [41].

7 [37] useQn instead ofQ in their definition. However they makeQn = Q subsequently and use that
in all their calculations. I do not think usingQn instead ofQ makes sense because thenNdof will depend
on howQn is chosen which in turn depends onψn, thenth eigenfunction ofΓ. Therefore, the definition
for DOF is not unique anymore.
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Let X andY be Hilbert spaces and letΓ : X → Y be a compact operator. If
g′ ∈ Γ(X) is a perturbation ofg ∈ Γ(X) such that‖g − g′‖Y < ǫ and if Γf = g and
Γf ′ = g′, then for some toleranceδ, [41] define the number of degrees of freedom to be

Ndof = max{dim(V ) : V subspace ofX and‖PV (f − f ′)‖ < δ ∀‖g − g′‖ < ǫ}
HerePV is the projection operator.

Newsam and Barakat [41] prove that ifσ2
n is thenth eigenvalue ofΓ∗Γ then the

number of degrees of freedom isN1 if σN1+1 ≤ ǫ/δ ≤ σN1 . The definition of Newsam
and Barakat [41] is equivalent to definition 3.2 for the special case of operators on
Hilbert spaces. This is a direct consequence of corollary 3.4.1.

3.4.2 Essential Dimension

Several articles do not give an explicit definition for essential dimension but argue that
the “knee” in the singular values of the channel operator corresponds to the essential
dimension of the channel [25,26,28,45]. It is therefore difficult to compare the defini-
tion of essential dimension with these works. However, the definition 3.4 for essential
dimension tries to identify the knee in the singular values and gives a unique number
for a given channel. Further, one can use the definition 3.5 for essential dimension
of order-n to ensure that outliers do not effect the identification of the knee. In sum-
mary, the definition of essential dimension enables one to uniquely quantify the results
of [25,26,28,45].

A step like behavior of eigenvalues is also found in [31,38,39]. The approach
of Kennedyet. al. [31] is substantially different from those discussed earlier in this
section wherein the transmitting volume was assumed to be constrained. In contrast,
Kennedyet. al. [31] consider the possible wavefields within a volume constrained to a
radiusR provided all sources are in the far field (outside a ball of radiusRS). Most of
their results are for wavefields in two dimensions. However,they emphasise that their
results can be extended to three dimensions. The channel model used in these papers
is considerably different from that considered in this thesis. However, their definition
of degrees of freedom is comparable to my definitions of essential dimension because
they evaluate the number of significant eigenvalues of a specific operator to calculate
the degrees of freedom.

LetBR(0) ⊂ R2 be an open ball of radiusR centered at the origin. A wave field in
BR(0) is a functionF : BR(0) → C that satisfies the scalar Helmholtz equation [31].

∇2F (x) + k2F (x) = 0, x ∈ BR(0).

Herek = 2π/λ is the wave number andλ is the wavelength. Kennedyet. al. [31] use
the following model: if all the sources are in the far field, thenF (x) can be written as

F (x) =

∫ 2π

0

a(φ)eik〈x,ŷ(φ)〉dφ (3.17)
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using polar coordinates(x = [‖x‖, arg(x)] = [rx, φ(x)]). Here,ŷ = (1, φ) is a unit
vector with azimuth angleφ. Physically, the wave fieldF (x) can be interpreted as the
superposition of planar waves arriving from each azimuth angleφ with amplitudea(φ).
This model is suitable for far field sources because the wavesarriving from these sources
can be approximated by planar waves.

Using an orthonormal series expansion for the planar waves,equation (3.17) can be
rewritten as [31]

F (x) =

∞∑

n=−∞

√
2πJ (R)αnΦn(x). (3.18)

Here, the set{Φn(x)} are a set of functions orthonormal over the unit circle and can be
written as

Φn(x) = in
Jn(k‖x‖)√

Jn(R)

exp{inφ(x)}√
2π

,

whereJn(·) is thenth order Bessel function of the first kind and

Jn(R) =

∫ R

0

J2
n(r)rdr

is a normalization term. Also,αn are the Fourier expansion coefficients ofa(φ):

αn =

∫ 2π

0

a(φ)e−inφdφ.

Even though the series representation of the wave field requires infinitely many
terms, it is shown thatF (x) can be approximated with arbitrary accuracy using only
finitely many terms. Specifically if

FN(x) =

N∑

n=−N

√
2πJ (R)αnΦn(x)

and

A =

∫ 2π

0

|a(φ)|dφ

then the relative truncation error for the wave field withinBR(0) and for a truncated
series of length2N + 1 can be defined as

ǫN (R) =
1

πR2

∫

BR(0)

|F (x) − FN(x)|
A

dx.
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Kennedyet. al.prove that [31]

ǫN < ηe−∆

if

N = ⌈eπR/λ⌉ + ∆.

Because the normalised truncation error decreases exponentially with increasingN for
all N > ⌈eπR/λ⌉, [31] asserts that⌈eπR/λ⌉ is the number of degrees of freedom of
the multipath field. A similar definition for degrees of freedom is also found in Dickins
and Hanlen [40]. LetX be some normed space andY be a Hilbert spaces. Also, let
Γ : X → Y be some operator. Then if for some choice ofN0 and a set of functions
{φi}∞i=1 and for anyx ∈ X with ‖x‖X ≤ 18

∥∥∥∥∥Γx−
N0∑

n=1

〈Γx, φn〉Y φn
∥∥∥∥∥
Y

≤ ǫ <∞

and if∀n > N0

∥∥∥∥∥Γx−
n∑

n=1

〈Γx, φn〉Y φn
∥∥∥∥∥
Y

≤ ǫe−α(n−N0)

then Dickins and Hanlen [40] assert thatN0 is the number of degrees of freedom of the
operatorΓ.

However, this definition does not give a unique numberN0 for a given channel
because if the above condition is satisfied by some finiteN then it is also satisfied by
all N ∈ Z+. So it does not satisfy all the conditions that the essentialdimension of an
operator is required to satisfy as explained in the previoussection. Another commonly
used definition is that of Landau and Pollak [27]9. This definition however is only
applicable to time-bandwidth problems and cannot be used for arbitrary SWCs.

3.5 Chapter Conclusion

In this chapter I prove that for a compact operatorΓ on some normed space, for any
given numberǫ > 0 there is a unique numberNdof (ǫ) which is the number of degrees
of freedom of the operatorΓ at levelǫ. Physically we can interpret this number as the
maximum number of linearly independent functions a receiver that has noise of variance

8The definition given here is different from that in [40], which does not assume anything about‖x‖X

but using that definition the spaces that have degrees of freedomN0 would actually be finite dimensional.
9Also see [49].
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σ2 = ǫ can measure. This definition has been used previously for specific operators on
Hilbert spaces (see eg. [25]). However, as far as I am aware, this is the first definition
that is applicable to an arbitrary compact operator on normed spaces.

I prove that one can use this definition for degrees of freedomto define generalised
singular values which are generalisations of commonly accepted singular values defined
for Hilbert space operators. A direct consequence of these definitions is that the num-
ber of degrees of freedom of compact operators can be characterised in terms of their
generalised singular values. The advantage of this characterisation is that it lends itself
to numerical computations as shown in the next chapter.

In this chapter, I also distinguish between the terms “degrees of freedom” and “es-
sential dimension” though they have been used interchangeably in the literature. In the
situation where the singular values of an operator change rapidly from being large to
small, the position of the “knee” in the singular values is unique for a given channel. In
such channels, the number of degrees of freedom at levelǫ depends very little on the
actual value ofǫ. I define the essential dimension of an operator as the smallest number
of singular values after which the difference between two consecutive singular values is
at a maximum.

The main contributions of this chapter are:

1. Novel definition of degrees of freedom at level-ǫ for arbitrary compact operators
on normed spaces. I prove that the definition gives a unique number for a given
level ǫ for any compact operator.

2. Novel definition for normed space singular values. I give aphysical interpretation
for this definition and show that it is a generalisation of singular values of compact
operators on Hilbert spaces.

3. Novel definitions for essential dimension and essential dimension of order-n for
any normed space compact operator.
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Chapter 4

Computation of Generalised Singular
Values

In this chapter I develop techniques for the calculation of generalised singular values
of normed space operators. In some special cases it is possible to analytically calculate
bounds on the generalised singular values using perturbation theory. This is discussed in
the following section. However, in a majority of cases analytical computations are nigh
on impossible and one has to resort to numerical techniques.Several numerical tech-
niques are known for the computation of singular values of integral operators. The one
that can be most easily generalised to normed space operators is the Galerkin method
(see eg. [32]). The essential idea behind this method is to use some complete Hilbert
basis and use finite dimensional approximations of the integral operator. I will prove
in section 4.2 that in the special case of normed spaces with complete Schauder bases
it is possible to use the same techniques to calculate the generalised singular values.
The results of the numerical computation of generalised singular values in some special
cases is given in section 4.3

4.1 Perturbation Theory Applied to Scalar Wave Com-
munication

In several cases it is difficult to evaluate the singular values and the left and right singular
functions of the operatorΓ for a given spatial waveform channel(X̃T , ỸR,Γ). However,
in some cases it is possible to calculate the singular valuesand functions for another op-
eratorΓ′ : X̃T → ỸR that closely approximatesΓ. Therefore, one can use perturbation
theory to show that the the singular values ofΓ can in some sense be approximated by
the singular values ofΓ′.

We can use the following perturbation theory result [47, ch V, th. 4.10]: If Ψ :
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Figure 4.1: Communication Using Scalar Waves Between Rectangular Prisms

L2(T ) → L2(T ) andΨ∆ : L2(T ) → L2(T ) are self-adjoint, compact then

dist(σ(Ψ), σ(Ψ + Ψ∆)) ≤ ‖Ψ∆‖ (4.1)

Hereσ(Ψ) = {σi(Ψ)}Ni=1 is the spectrum ofΨ indexed in decreasing order andN ∈
Z+ ∪ {∞} and

dist(σ(Ψ), σ(Ψ + Ψ∆)) = sup
i

inf
j
|σi(Ψ) − σj(Ψ + Ψ∆)|.

Also if we can write

(Ψ∆φ)(y) =

∫

V

K∆(x, y)φ(y)dy (4.2)

then

‖Ψ∆‖ ≤
√∫

V×V

|K∆(x, y)|2dxdy (4.3)

Now consider communication between rectangular prisms using scalar waves. This
problem was studied by Miller [26]. I use slightly differentnotation to that used in [26].
Let V,W ⊂ R3 be two compact and measurable sets, let0 ∈ V,W and let(e1, e2, e3)
be unit vectors inR3. Also, letr0 > 0 such thatV ∩ (W + r0e3) = ∅ (see figure 4.1).
We can define the linear operatorΓ : L2(V ) → L2(W ) as (c.f. example 2.1)

(Γf)(z) =

∫

V

G(x, z)f(x)dx ∀x ∈W
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where

G(x, z) =
exp{jk|z + r0e3 − x|}

4π|z + r0e3 − x| .

BecauseG|V×W is continuous,Γ is compact and(L2(V ),L2(W ),Γ) is an SWC. Now
we can define the operatorΨ : L2(V ) → L2(V ) as

(Ψf)(y) =

∫

V

k(x,y)f(x)dx.

Here

k(x,y) =

∫

W

G∗(z,x)G(z,y)dz.

We wish to calculate the eigenvalues of the operatorΨ. Miller [26] uses the paraxial
approximation to find these eigenvalues. The paraxial approximation consists of using
Taylor series expansions of the terms under the modulus signs in the denominator and in
the exponent of the Green’s functionG(x,y), respectively. Note that this approximation
is commonly used in antenna theory and is also used in calculating the singular values
in other papers on waveform channels [25,33].

The approximating operatorΨT : L2(V ) → L2(V ) is defined as

(ΨTf)(y) =

∫

V

kT (x,y)f(x)dx.

Here

kT (x,y) =

∫

W

G∗
T (z,x)GT (z,y)dz

and

GT (z,x) =
exp{jkfT2(z,x)}

fT0(z,x)
,

wherefT2 andfT0 are the second and zeroth order Taylor Series expansions of|z +
r0e3 − x| with respect tox andz about the respective origins.

We can writeΨ = ΨT + Ψ∆ whereΨ∆ : L2(V ) → L2(V ) is defined by

[Ψ∆f ](y) = [(Ψ − ΨT )(f)](y)

=

∫

V

(K(x,y) − kT (x,y))f(x)dx

=

∫

V

K∆(x,y)f(x)dx.
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Let xi be theith Cartesian coordinate ofx. If 1

bi = sup
x∈V−W

|xi| , i = 1, 2, 3,

b = max
i
bi,

l = inf
x∈V−W

|r0e3 + x|

then it can be shown that (see appendix A.1)

|K∆(x, y)| ≤ bµ(W )

l3

[
eπ

b
λ

b2

l2
c1 · 2π b

λ

b

l
c1 + c3 + c3e

π b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1

]
.

Here,c1, c3 are constants andµ(W ) is the Lebesgue measure ofW . Therefore,

‖Ψ∆‖ ≤
[∫

V

∫

V

|K∆(x, y)|2dxdy
]1/2

≤ bµ(W )µ(V )

l3
×

[
eπ

b
λ

b2

l2
c1 · 2π b

λ

b

l
c1 + c3 + c3e

π b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1

]
(4.4)

Equation (4.4) provides a bound for‖Ψ∆‖. All the terms in the square brackets in this
equation, except for the constantc3 can be made arbitrarily small asb/l → 0. Therefore,
for smallb/l, |k∆(x, y)| is proportional tobµ(W )µ(V )/l3. It is very interesting to note
that the norm of‖Ψ∆‖ does not actually go to zero ifb/l goes to zero. We not only need
b to be small compared tol but also to be small compared toλ for this approximation to
be valid.

Miller [26] proves that the eigenvalues of the operatorΨT show a step like behavior.
The eigenvalues, indexed in decreasing order of magnitude are close to 1 until they
reach a critical valueNmax and then decrease rapidly to zero. Here,

Nmax =
µ(W )µ(V )

r2

1

λ2∆zT∆zR

and∆zT ,∆zR andr are as shown in figure 4.1. Therefore, if the right hand side of
equation (4.4) is small, then the eigenvalues ofΨ show a similar behavior and if this is
the case, thenNmax is the essential dimension of the channel.

1Specifically, referring to figure 4.1,b1 = 2∆xT + 2∆xR, b2 = 2∆yT + 2∆yR andb3 = 2∆zT +
2∆zR andl = r0 + 2∆zT + 2∆zR.
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4.2 Computing DOF for Compact Operators

In chapter 3 it was proved that in order to calculate the degrees of freedom of a com-
pact operator on a normed space, one needs to calculate its generalised singular values.
However, no known method exists for computing these singular values. In this section, I
will develop a numerical method based on finite dimensional approximations that could
be used to calculate the generalised singular values.

SupposeX andY are normed spaces andT : X → Y is a compact operator. Also
suppose thatX has a complete Schauder basis{ψ1, ψ2, . . .}. LetSn = span{ψ1, . . . , ψn}.
Then we can define the operatorTn = T |Sn

: Sn → Y . Let ǫm andǫm,n be themth

singular values ofT andTn respectively. Then, I will prove in theorem 4.1 that

1. Asn→ ∞, ǫm,n → ǫm.

2. For alln, if ǫm,n exists, then it is a lower bound forǫm.

The crux of the argument used to prove the theorem is as follows. Assumeǫ > 0 is
given and letN (ǫ) denote the number of degrees of freedom at levelǫ for the operatorT .
This is the case if and only if there exist functions{φ1, . . . , φN (ǫ)} ⊂ Y such that for all
ψ ∈ X, Tψ can be approximated to level-ǫ by a linear combination of theφi and further,
no set of functions,{φ′

1, . . . , φ
′
N} ⊂ Y can approximate allψ ∈ X if N < N (ǫ).

Equivalently, there is a function in the unit ball inX whose image underT can be
approximated by a function in thespan{φ1, . . . , φN (ǫ)} that cannot be approximated by
span{φ′

1, . . . , φ
′
N}.

So we take the inverse image of anǫ-net of points inspan{φ1, . . . , φN (ǫ)} and choose
n large enough so that all the inverse images are close toSn. We can do this because
theψi form a complete Schauder basis forX. I then show that there exists a function
in Sn such that its image underT cannot be approximated by a linear combination of
φ′

1, . . . , φ
′
N for N < N (ǫ). This will prove that the number of degrees of freedom at

level-ǫ of Tn approaches that ofT and consequently so do the singular values. The
details are as follows.

Theorem 4.1. SupposeX andY are normed spaces andT : X → Y is a compact
operator. Suppose thatX has a complete Schauder basis{ψ1, ψ2, . . .} and letSn =
span{ψ1, . . . , ψn}. LetTn = T |Sn

: Sn → Y . If ǫm, themth singular value ofT exists
then forn large enough,ǫm,n, themth singular value ofTn will exist and

lim
n→∞

ǫm,n = ǫm.

Furthermore, ifǫm,n exists then it is a lower bound forǫm.

Proof. I will prove this theorem in two parts. In part a) I will prove that if ǫm,n exists
for somen = N ∈ N thenǫm,n exists for alln > N and is a non-decreasing sequence
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that is bounded from above byǫm. In part b) I prove using a contradiction argument that
ǫm,n exists for somen ∈ N and thatǫm,n must converge toǫm.

I will use the following notation in the proof:

spanǫ{φ1, . . . , φN} = {φ ∈ Y : infa1,...,aN
‖φ− ∑N

i=1 aiφi‖ < ǫ} and

Br = {ψ ∈ X : ‖ψ‖X ≤ r}.

Part a Let T andTn be as described in the theorem and letN (ǫ) andNn(ǫ) be the
numbers of degrees of freedom at levelǫ of T andTn, respectively. Assume that
ǫm,n1 exists and letn2 > n1.

Then for all{φ1, . . . , φNn1(ǫ)−1} ⊂ Y there is aψ ∈ Sn1 ∩B1 such that

Tψn1 = Tψ /∈ spanǫ{φ1, . . . , φNn1 (ǫ)−1}.

BecauseSn1 ⊂ Sn2 , for all {φ1, . . . , φNn1(ǫ)−1} ⊂ Y we haveψ ∈ Sn2 ∩B1 and

Tn2ψ = Tψ /∈ spanǫ{φ1, . . . , φNn1 (ǫ)−1}.

Therefore,

Nn2(ǫ) ≥ Nn1(ǫ) ∀ǫ > 0. (4.5)

Because

inf
ǫ<ǫm,n1

Nn1(ǫ) ≥ m (4.6)

we haveNn2(ǫ) ≥ Nn1(ǫ) ≥ m for ǫ < ǫm,n1 . Henceǫm,n2 must exist.

From the definition of generalised singular values, we have equation (4.6) and

supǫ>ǫm,n2
Nn2(ǫ) ≤ m− 1

If ǫm,n1 > ǫm,n2 then there exists anǫ1 such thatǫm,n1 > ǫ1 > ǫm,n2 . Therefore,

Nn1(ǫ1) ≥ m > m− 1 ≥ Nn2(ǫ1).

This contradicts equation (4.5). Thereforeǫm,n1 ≤ ǫm,n2 .

The same argument used above shows that ifǫm,n exists thenǫm ≥ ǫm,n. There-
fore, if ǫm,n exists forn = n1 ∈ N then ǫm,n is a non-decreasing sequence in
n ≥ n1 that is bounded from above byǫm.
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Part b By part a, ifǫm,n exists forn ≥ n1 then becauseǫm,n is a bounded monotonic
sequence inn it must converge to someǫ′m ≤ ǫm.

Now there are two situations to consider. Firstly,ǫm,n might not exist for any
n ∈ N. Secondly,ǫm,n might exist for somen but the limitǫ′m might be strictly
less thanǫm. We consider the two situations separately and arrive at thesame set
of equations. We then show a contradiction to this set of equations.

Situation 1: Assume, to arrive at a contradiction, thatǫm,n does not exist for any
n ∈ N. Then

Nn(ǫ) ≤ m− 1 ∀n ∈ N and∀ǫ > 0. (4.7)

From the definition of degrees of freedom, there exist constantsα < β < ǫm such
that

Nn(α) ≤ m− 1 ∀n ∈ N and (4.8)

N (β) ≥ m. (4.9)

Situation 2: Assume, to arrive at a contradiction, thatǫ′m < ǫm. From the defini-
tion of generalised singular values we know,

supǫ>ǫm,n
Nn(ǫ) ≤ m− 1 and

infǫ<ǫm N (ǫ) ≥ m.

Becauseǫm,n ≤ ǫ′m, we know that there exist numbersα andβ, ǫ′m < α < β < ǫm
such that

Nn(α) ≤ m− 1 ∀n ∈ N and (4.10)

N (β) ≥ m. (4.11)

Therefore, in both situation 1 and situation 2, we need to prove that equations (4.11)
and (4.10) cannot be simultaneously true.

BecauseT is compact,TB1 is totally bounded [48, ch. 8]. Therefore, for allǫ
TB1 has a finiteǫ-net. Hence there exists a set of vectors{ξ1, . . . , ξP} ⊂ B1 such
that for allφ ∈ TB1, there exists ap, 1 ≤ p ≤ P with

‖φ− Tξp‖Y <
β − α

2
. (4.12)
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Now, because{ψ1, ψ2, . . .} is a complete Schauder basis forX and becauseP <
∞, there exists a numberN such that for alln > N and for allp, 1 ≤ p ≤ P ,
there exists aξp,n ∈ Sn ∩ B1 such that

‖ξp − ξp,n‖X <
β − α

2‖T‖ . (4.13)

Therefore, for allφ ∈ TB1 and for alln > N there exists ap, 1 ≤ p ≤ P and a
ξp,n ∈ Sn ∩B1 such that

‖Tξp,n − φ‖Y = ‖Tξp,n − Tξp + Tξp − φ‖Y
≤ ‖Tξp,n − Tξp‖Y + ‖Tξp − φ‖Y (Triangle Inequality)

< ‖T (ξp,n − ξp)‖Y +
β − α

2
(equation (4.12))

< ‖T‖β − α

2‖T‖ +
β − α

2
(equation (4.13))

= β − α. (4.14)

From equation (4.10) and the definition of degrees of freedom, we know that for
all n ∈ N there exist vectors{φ1,n, . . . , φm−1,n} ⊂ Y such that

ξ ∈ spanα{φ1,n, . . . , φm−1,n} ∀ξ ∈ T (B1 ∩ Sn). (4.15)

But, from the definition of degrees of freedom and equation (4.11) we know that
for all n and all vectors{φ1,n, . . . , φm−1,n} there exists a vectorφ ∈ TB1 such
that

φ /∈ spanβ{φ1,n, . . . , φm−1,n}.

From equation (4.14) we know that for alln > N there exists aξp,n ∈ Sn ∩ B1

such that

‖φ− Tξp,n‖ < β − α.

Therefore, for alln > N there exists aξp,n ∈ Sn ∩ B1 such that

Tξp,n /∈ spanα{φ1,n, . . . , φm−1,n}. (4.16)

This directly contradicts equation (4.15). Therefore, ifǫm exists thenǫm,n exists
for n large enough and

lim
n→∞

ǫm,n = ǫm.
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The theorem shows that if the domain of the operator has some complete Schauder
basis then we can calculate the generalised singular valuesof the operator restricted to
finite dimensional subspaces and as the subspaces get biggerwe will approach the gen-
eralised singular values of the original operator. Moreover, the theorem also proves that
the generalised singular values of the finite dimensional operators provide lower bounds
for the original generalised singular values. We, however,need a practical method of
calculating the generalise singular values of linear operators defined on finite dimen-
sional normed spaces.

Let X, Y be two finite dimensional Banach spaces and letT : X → Y be a linear
operator. Supposeǫ1, . . . , ǫn are the generalised singular values ofT . DenoteB1 =
{x ∈ X : ‖x‖X ≤ 1} and let

ǫ′1 = sup
x∈B1

‖Tx‖Y .

Then for allǫ > ǫ′1

ǫ > sup
x∈B1

‖Tx‖Y

and for allǫ < ǫ′1, there exists anx ∈ B1 such that‖Tx‖Y > ǫ. Thereforeǫ′1 = ǫ1, the
first generalised singular value ofT . Suppose for ease of argument thatlimǫ→ǫ−p

N (ǫ) =

p (i.e. ǫp is not a repeated singular value). Therefore, for allǫ ∈ [ǫp+1, ǫp), N (ǫ) = p.
Now for eachǫ ∈ [ǫp+1, ǫp) there exists a{ψi}pi=1 ∈ Y such that

sup
x∈B1

inf
{ai}

p
i=1

‖Tx−
p∑

i=1

aiψi‖Y ≤ ǫ.

Let Ψp,ǫ denote the set of all sets{ψi : ‖ψi‖Y ≤ 1}pi=1 that satisfy the above equation
for a givenǫ ∈ [ǫp+1, ǫp) and let

Ψp =
⋃

ǫ∈[ǫp+1,ǫp)

Ψp,ǫ.

Suppose the setsΨ1, . . . ,Ψp have been chosen as above. Then

inf
{ψi}

p
i=1∈Ψp

sup
x∈B1

inf
{ai}

p
i=1

{∥∥∥∥∥x−
p∑

i=1

aiψi

∥∥∥∥∥

}
= ǫp+1.

To prove this letǫ′p+1 denote the left hand side of the above equation. We show by
contradiction thatǫp+1 ≤ ǫ′p+1. Otherwise, letǫ ∈ (ǫ′p+1, ǫp+1). Then becauseǫ > ǫ′p+1,
we know that there exists a{ψi}pi=1 such that

sup
x∈B1

inf
{ai}

p
i=1

{∥∥∥∥∥x−
p∑

i=1

aiψi

∥∥∥∥∥

}
< ǫ.
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If this is the case thenN (ǫ) ≤ p. But we know from the definition of generalised
singular values that ifǫ < ǫp+1 thenN (ǫ) ≥ p + 1. This is a contradiction and proves
thatǫp+1 ≤ ǫ′p+1.

To prove the converse, suppose, to arrive at a contradiction, thatǫ′p+1 > ǫp+1. Let
ǫ ∈ (ǫp+1, ǫ

′
p+1). Then,N (ǫ) = p. Therefore there exists a set of functions{φi}pi=1 such

that

sup
x∈B1

inf
{ai}

p
i=1

{∥∥∥∥∥x−
p∑

i=1

aiφi

∥∥∥∥∥

}
< ǫ.

Therefore{φi}pi=1 ∈ Ψp,ǫ ⊂ Ψp. Hence,

inf
{ψi}

p
i=1∈Ψp

sup
x∈B1

inf
{ai}

p
i=1

{∥∥∥∥∥x−
p∑

i=1

aiψi

∥∥∥∥∥

}
< ǫ.

By definition, the left hand side of the above equation isǫ′p+1 and this contradicts the
assumption thatǫ ∈ (ǫp+1, ǫ

′
p+1). The following theorem summarises the above result.

Theorem 4.2. LetX, Y be two finite dimensional Banach spaces and letT : X → Y
be a linear operator. Also letB1 be the closed unit ball inX and supposeΨp is defined
as explained above. Then,

sup
x∈B1

‖Tx‖Y = ǫ1

and if ǫp is not a repeated generalised singular value then

inf
{ψi}

p
i=1∈Ψp

sup
x∈B1

inf
{ai}

p
i=1

{∥∥∥∥∥x−
p∑

i=1

aiψi

∥∥∥∥∥

}
= ǫp+1.

The above theorem characterises the singular values in terms of a maximisation
problem over a finite dimensional domain and one can use several well-know maximi-
sation methods to calculate the generalised singular values. However, it is difficult to
check whether a given set of functions{ψi}pi=1 is an element ofΨp. I therefore use the
following algorithm to calculate bounds on the generalisedsingular values.

SupposeX, Y , T : X → Y andǫ1, . . . , ǫn are as defined above. Let

ǫ′1 = sup
x∈B1

‖Tx‖Y .

BecauseB1 ⊂ X is a compact set and‖ · ‖Y andT are continuous, there exists an
x1 ∈ B1 such that‖x1‖Y = ǫ′1. Chooseψ1 = Tx1.
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Now supposeψ1, . . . , ψp have been chosen. Then let

sup
x∈B1

inf
{ai}

p
i=1

{∥∥∥∥∥x−
p∑

i=1

aiψi

∥∥∥∥∥

}
= ǫ′p+1. (4.17)

Again, becauseB1 ⊂ X is a compact set and‖ · ‖Y andT are continuous, there exists
an xp+1 ∈ B1 such thatxp+1 attains the maximum in the above equation. Choose
ψp+1 = Txp+1. Comparing with theorem 4.2 we note thatǫ′p is an upper bound forǫp.
It is an open conjecture as to whetherǫ′p = ǫp.

In this algorithm, instead of searching over all possible sets {ψi} ∈ Ψp we select
a special set that is in some sense (it is the image of thex ∈ B1 that maximises equa-
tion (4.17)) the best possible set to use. This choice is essential because otherwise the
calculation of generalised singular values becomes too cumbersome (one needs to find
the setΨp before calculatingǫp+1.) Note however, that the above algorithm gives the
right value forǫ1. In the next section, I use this algorithm to calculate approximations
for the generalised singular values of some specific spatialwaveform channels.

4.3 Software design and techniques used for numerical
simulations

In this chapter I present the results of numerical simulations. I describe the software
used for the simulations and several techniques that are used to reduce the running
time of the simulations are also discussed. All simulationswere done in two dimen-
sions because the number of grid points required to do simulations in three dimensions
makes it infeasible to do computations over distances greater than a few wavelengths
(c.f. eg. [37] and [31], where simulations were also done in two dimensions). In this
thesis, Finite-Difference Time-Domain (FDTD) simulations were used to calculate the
electromagnetic field in the presence of reflective scatterers.

In order to calculate the degrees of freedom of SWCs, one needs to calculate the
generalised singular values of the compact operators in SWCs. This is a direct con-
sequence of the definition of generalised singular values. In order to calculate these
generalised singular values we use several theorems provedin earlier chapters. Suppose
T is the transmitting volume,R is the receiving volume,t0 is some instant in time and
(X̃T,t0 , ỸR,Γ) is an SWC. The essential idea involved in the calculation of the gener-
alised singular values is:

1. Let {xi}∞i=1 be a Schauder basis forL2(T,C3). Then we know from the second
corollary to theorem 2.3 that{xi}∞i=1 is also a Schauder basis for̃XT,t0 .

2. Let Γn = Γ|span{xi}N
i=1

. Then we know from theorem 4.1 that the generalised
singular values ofΓn approach those ofΓ asn→ ∞.
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3. We can use any convenient, finite subset of a Schauder basisof L2(T,C3) to
calculate approximations of the generalised singular values ofΓ.

In this thesis, I assume that the source and receiver antennas are restricted to square
areas of size1λ×1λ or 2λ×2λ, whereλ is the wavelength (see eg. [37] where a similar
assumption was made). I divide the transmitting and receiving squares into several
smaller squares and use functions that are non-zero on one ofthe smaller squares to
form a subset of a Schauder basis for the space of transmitting and receiving functions.

The task of finding the generalised singular values can be split into three compo-
nents. Firstly, one needs to find the orthonormal source functions inX̃T,t0 from a finite
subset of the chosen Schauder basis using the Gram-Schmidt method. This step is only
required for the finite energy case. It is easy to use existingMatlab routines to cal-
culate singular values of compact operators defined on finitedimensional spaces once
the channel operator has been specified as a matrix expressedin terms of orthonor-
mal bases. In the finite power case, the space of source functions does not necessarily
carry an inner product structure and therefore we need to develop alternative algorithms
to calculate the singular values as explained in the previous section. Secondly, one
needs to calculate the received field for each one of the (orthonormal) source func-
tions in the presence of randomly placed scatterers. Finally one needs to calculate the
transfer matrix in terms of the Schauder bases for the sourceand receiver functions
and calculate the singular values of the operatorΓn. The first two tasks were com-
pleted using programs written inC++ and the last one was undertaken usingMatlab
in the finite energy case andC++ in the finite power case. The source code used
for these programs can be found on the attached compact disk or downloaded from
http://users.rsise.anu.edu.au/ ˜ somaraju .

The interactiveC++ program consist of five files and allows the user to calculate the
orthonormal source functions and the received field. Several settings such as loss resis-
tance and simulation domain size can be set interactively before starting the simulations.
The functionality of different files in the program is brieflyexplained below.

main.cpp: The program execution starts in the functionmain() within this file.

field.cpp,field.hpp: These files are used to define thefield object. This
object is used to calculate the electromagnetic field for a given set of sources and
scatterers possibly in the presence of a perfectly matched layer (PML) (see sub-
section 4.3.2). The field object allows the user to specify the simulation region,
step sizes, the number of randomly placed scatterers in the simulation region and
the position of all the sources and their magnitudes. One canalso specify if the
simulation domain has a PML. Once all the above have been specified, the sim-
ulation can start and the field object can be used to calculatethe electromagnetic
field aftern time steps by calling the functiontimeStep(int n) .
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field util.cpp,field util.hpp: These files contain several utility functions
that can be used on objects of thefield class.

gramSchmidt.cpp,gramSchmidt.hpp: These files are used to calculate the or-
thonormal source functions. The basis expansion of the orthonormal source func-
tions in terms of the subset of the Schauder basis{xi}∞i=1 is stored in a file. See
subsection 4.3.1 for a more detailed description of the algorithms used in this file.

receiverField.cpp,receiverField.hpp: These files are used to calculate
the field at several randomly placed receivers in the presence of randomly placed
scatterers and the calculated fields are stored in a file. See subsection 4.3.2 for a
more detailed description.

svalClass.cpp,svalClass.hpp Objects of this class are used to calculate the
generalised singular values in the finite power case as explained in subsection 4.3.3

genSval.cpp,genSval.hpp The functions in this file are used to perform the
maximisation routines for calculating the generalised singular values. Functions
from the the GNU scientific library are used to perform the maximisation (see
http://www.gnu.org/software/gsl/ ).

sval.m The matlab filesval.m uses the orthonormal basis expansion and receiver
fields calculated using theC++ program to evaluate the singular values of SWCs
in the finite energy case.

4.3.1 Calculating Orthonormal Source Functions forX̃T,to

Suppose{xi}∞i=1 is an orthonormal basis inL2(T,C3). Then the set{xi}∞i=1 is a com-
plete Schauder basis for̃XT,t0 with respect to the norm‖ · ‖ eXT,t0

(see theorem 2.3).

However, the functions are not orthogonal with respect to the inner product〈·, ·〉 eXT,t0

where,

〈J1,J2〉 eXT,t0
= I1 + I2 with

I1 = Rloss

∫ t0
0

∫
T
J

′∗
1 (r, t)J′

2(r, t)drdt and

I2 = ǫ0
∫
Ωext

E∗
1(r, t0)E2(r, t0)dr + 1

µ0

∫
Ωext

H∗
1(r, t0)H2(r, t0)dr.

The source functions{xi}Ni=1 need to be orthonormalised with respect to the inner prod-
uct 〈·, ·〉 eXT,t0

using the Gram-Schmidt process.

In order to calculate the inner product〈x1,x2〉 eXT,t0
for a given time instantt0, one

needs to calculate bothI1 andI2 in the above equation. However, to calculateI2, one
needs to calculate the fields generated by the source functions at time instantt0 in free
space. Therefore the simulation region needs to be as big as the distance travelled by
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light in the timet0. This makes the simulation region extremely large and the numerical
computations take a great amount of time. We can however assume that the sources are
contained in a cell made of a perfect electric conductor. SupposeΩ′ is such a cell and
Ω′
int is the interior of this cell. IfI ′2 is defined by

I ′2 = ǫ0

∫

Ωext∩Ω′
int

E′
1
∗
(r, t0)E

′
2(r, t0)dr +

1

µ0

∫

Ωext∩Ω′
int

H′
1
∗
(r, t0)H

′
2(r, t0)dr,

thenI1 + I ′2 defines an inner product on the space of source current densities. Here,
E′
i andH′

i are the electric and magnetic fields generated by the sourcesJi for i = 1, 2
that are contained within the cellΩ′. Now, the norm defined by this inner product
gives the total energy radiated by the sources. Because the perfect electrical conductors
absorb no energy, this norm is actually equal to the norm induced by the inner product
〈·, ·〉 eXT,t0

. Therefore we can tell from the parallelogram law for inner products that
I2 = I ′2. Because the perfect conductors are also perfect reflectorsof electromagnetic
radiation, the field outside the conductors is zero. Therefore, we can reduce the total
simulation region and speed up the calculation of the orthonormal source functions by
usingI ′2 instead ofI2.

4.3.2 Calculating the Receiver Field

FDTD simulations using the Yee scheme [50] are used to calculate the field at different
receiver locations for a given source function (see eg. [51–54]). Sixteen points per
wavelength were chosen in each cartesian direction to minimise the effects of numerical
dispersion (see eg [52]). In order to maximise the distance between the transmitting and
receiving volumes, it was decided that Perfectly Matched Layers (PMLs) be used2 [56].
PMLs are absorbing layers that do not reflect any of the electromagnetic waves that are
incident upon them and the magnitude of electromagnetic waves reduces exponentially
as they travel in the PML. Also, reflective scatterers were placed at random locations
in the simulation region. The reflective scatterers were also placed within the PML.
This enables one to model the effect of distant scatterers because the PML reduces the
magnitude of the electromagnetic waves and the total energyreflected is very small. The
received field is calculated at random positions within the simulation region. Figure 4.2
on page 68 shows an example of a typical simulation region.

4.3.3 Calculating the Generalised Singular Values

In the finite energy case, the spaces of source and receiver functions are Hilbert spaces.
Therefore, as was proven in theorem 3.5, the generalised singular values of the channel

2Also see [52,55]
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operator are equal to the traditionally accepted notion of the singular values of compact
operators defined on Hilbert spaces. There are several well known methods that can
be used to calculate these singular values and theMatlab function SVD is used to
calculate these singular values.

In the finite power case, the space of source functions is not an inner product space.
Therefore a new program was written inC++ in order to calculate the generalised singu-
lar values. Suppose(X̃T , X̃R,Γ) is an SWC and{xi}∞i=1 is a complete Schauder basis
for X̃T andΓn = Γ|span{xi}n

i=1
is the restriction ofΓ to the span of the firstn vectors in

the Schauder basis. Then we know from theorem 4.1 that the singular values ofΓn are
approximately equal to those ofΓ for n large enough. Therefore, we only need to calcu-
late the singular values of the operatorΓn. The algorithm described after theorem 4.2 is
used to calculate these generalised singular values and theresults of these calculations
are presented in the following section.

4.4 Results and Discussion

The singular values of various SWCs were calculated. The source resistance, number
of scatterers and the receiver and scatterer locations werevaried and the results of these
simulations are presented in this subsection. The simulations were performed under the
following conditions (see figure 4.2 on page 68):

1. Because we are performing the simulations in 2D, the sources and scatterers were
assumed to be invariant in thez-direction and only transverse magnetic fields were
considered3. The sources and receivers were assumed to be restricted to within
squares of sizes1λ× 1λ or 2λ× 2λ.

2. The total size of the simulation region is16λ×256λ (c.f. Xu and Janaswamy [37]
where the simulation region is of a similar size). It was decided that 16 grid
points be chosen per wavelength in order to minimise the effect of dispersion (see
eg [52]). The simulation region was surrounded by a PML of thickness2λ which
proved to be sufficient to absorb all the incident electromagnetic waves.

3. The center of the source was always located at8λ×8λ. Ten receivers were placed
at random locations in the half of the simulation region thatdid not contain the
source. A variable number of scatterers were placed both within the simulation
region and in the PML. The scatterers were assumed to be perfectly conducting
materials of variable length between1λ and4λ. The exact form of the scatterers is
not important because we are using them to create a rich scattering environment.

3Reciprocity between the electric and magnetic fields shows that exactly the same behavior can be
observed for the transverse electric case.
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Figure 4.3 on page 69 shows the first twenty singular values ofa typical SWC in
the finite energy case. In this figure, the field was calculatedat 10 randomly placed
receivers. Hundred scatterers were randomly placed in the simulation region and the
loss resistance was assumed to be5Ω. The error bars indicate the variability of the
singular values for different receivers. The number of degrees of freedom for this SWC
at level-10−4 is about 6.

This behavior is typical of all the SWCs that were simulated.No ‘knee’ type behav-
ior is detected for any of the simulations performed. The essential dimension of all the
simulated channels is 1. This is similar to the behavior predicted by Xuet. al. [37] and
other numerical results [34,36]. Notice that the ‘knee’ type behavior is only observed
in analytic evaluations of singular values of channels withspecific assumptions made
about the sources and/or scatterers [25,26,28,31]. For instance, in Bucciet. al. [25] it
was assumed that all sources and scatterers were constrained to a ball of radiusa. In
Miller [26] it was assumed that the sources and receivers were rectangular prisms. In
Poonet. al. it was assumed that the scatterers coupled the electromagnetic field from
the source to the receiver only if the source radiation was within some solid angle (see
section 1.4).

Figure 4.4 on page 70 shows how the singular values change with varying loss re-
sistanceRloss in the finite energy case. As expected, as the loss resistanceincreases, the
generalised singular values decrease. This is because mostof the energy is lost as heat
in the transmitting antenna. The energy lost as heat is comparable to the energy radiated
if the loss resistance is about 1Ω. Therefore, below this value of loss resistance, the total
energy radiated dominates and there is little change in the singular values as the loss
resistance changes.

Figure 4.5 on page 71 shows the behavior of the singular values with increasing
number of scatterers in the finite energy case. As the number of scatterers increases,
the singular values reduce in magnitude. This is explained if one examines the physi-
cal situation modeled by the simulation region. Reflective scatterers that are randomly
placed between the source and the receiver ensure that a large fraction of the energy is
reflected. Therefore, the total energy in the receiver is reduced. However, the amount
of reduction in the magnitude of the singular valuesǫn reduces with increasingn. This
indicates that there are a greater number of reflected signals in the path with increasing
number of scatterers. Therefore, the smaller singular values are effected less by the
increasing number of scatterers due to the presence of multiple reflective paths.

Figure 4.6 on page 72 shows the behavior of the singular values for zero loss re-
sistance in the finite energy case. In this case the singular values show a similar be-
havior to the case where the loss resistance is not zero. Thisis contrary to what is
predicted by Wallace and Jensen [43]. If the norm on the spaceof source functions is
given by the total power/energy radiated the resulting operator of the SWC need not
be compact. Therefore, the singular values should not go to zero. However, because
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the channel operator is not compact in this case, the theory developed in this thesis can
not be used. Specifically, we can not prove that the singular values of the operatorΓn
approach those ofΓ. This is to be expected because the operatorΓn defined on a fi-
nite dimensional space is compact but the operatorΓ is not. Therefore we cannot have
limn→∞ ‖Γn − Γ‖ = 0 because the uniform operator limit of a compact operator must
be compact.

Figure 4.7 on page 73 shows the values4 ǫ′n for various values of loss resistance cal-
culated for the finite power case. Ifǫm is themth singular value of the channel operator
Γ andǫm,n is themth singular value ofΓn thenǫ′n is an upper bound forǫm,n. The legend
shows the loss resistance in Ohms for different plots shown in the figure. The valuesǫ′n
were calculated by maximising the function in equation (4.17). The maximisation was
performed by choosing a random initial vector and this procedure was repeated several
times. The error bars in the graph indicate the maximum rangeof ǫ′n for different initial
vectors. As expected as the loss resistance increasesǫ′n gets smaller. It should be noted
that the loss resistance chosen was always greater than5Ω. This is because of the fol-
lowing: it is possible to get high concentrations of energy in a small receiving volume
R for arbitrarily small amount of radiated power (e.g. think of a source between two
perfect reflectors, so that all the energy ever radiated by the source is restricted to be
between the reflectors).

Therefore it is possible to have current configurations for which the radiated power is
close to zero. The total power radiated is calculated using Poynting’s theorem. In order
to use Poynting’s theorem one needs to calculate the vector product of the electric and
magnetic fields on a surface enclosing the source. However, because the Yee scheme is
used for FTDT simulations, the electric field is calculated on integer grid points and the
magnetic field is calculated on half-integer grid points. Therefore if the surface is on
the integer grid points then one can only approximate the magnetic field on the surface.
Therefore there is a small, but inevitable numerical error that enters the calculation of
the total power radiated. This error is not significant when the loss resistance is large
because the functions which radiate very small amount of energy but still concentrate
high amounts of energy in the receiving volume tend to have high amplitudes. Therefore
the total power lost as heat is high and this factor dominatesthe power used by the source
functions. However, for small loss resistances, it is possible that a numerical calculation
of the total power used to set up a current might be negative and this could result in
some absurdly large values for singular values. So different types of simulations need
to be performed to study the performance of the channel for smaller loss resistances.

4see section 4.2 for a definition ofǫ′n
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Figure 4.2: Typical Simulation Region for FDTD Simulations
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Figure 4.3: Singular Values for Finite Energy Case
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Figure 4.4: Variation of Singular Values with Loss Resistance
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Figure 4.6: Singular Values for Zero Loss Resistance

72



0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

 

 
ǫ′n vsn

ǫ′ n

n

5
10
50
100
500

Figure 4.7: Upper Bound on Singular Values for Finite Power Case

73



4.5 Chapter Conclusion

In this chapter I showed that it is possible to use perturbation theory to calculate the
essential dimension of the scalar waveform channel studiedby Miller [26]. But, as
it is generally not possible to analytically calculate the degrees of freedom, numerical
techniques are required. In this chapter I prove that if the normed space on which the
compact operator is defined has a complete Schauder basis then we can use numerical
techniques similar to Galerkin’s method. I proved in theorem 4.1 that the singular val-
ues of finite dimensional approximations of an operator approach those of the original
operator if the domain of the operator has a complete Schauder basis. I also developed
an alternative formulation of singular values in theorem 4.2 that is more conducive to
numerical calculations. Numerical simulations were performed in both the finite energy
and finite power cases using the finite-difference time-domain (FDTD) method and the
simulation results were presented in section 4.4 The main contributions of this chapter
are:

1. Used perturbation theory to analytically calculate the essential dimension of a
scalar waveform channel.

2. Developed a numerical technique to calculate normed space generalised singular
values.

3. Numerical results of simulations were presented.
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Chapter 5

Uncertainty Principles for Energy
Concentrations

Uncertainty Principles (UPs) have gained great popularitysince Heisenberg [57]. The
famous original example is Heisenberg’s Uncertainty Principle: it is impossible to ex-
actly measure the locationand the momentum of a particle simultaneously. This is a
special case of a more general framework, which may be formulated (via various Hilbert
space techniques) to apply to a wide range of scenarios.

In a communication theory setting, a similar uncertainty principle has been well
known: that a signal cannot be arbitrarily confined in both time and frequency. The
reader is directed to Slepian [49] for a discussion. The works of Landau, Slepian and
Pollak [27,30,58] has formalised this result, although without explicit reference to the
operator theoretic nature of the problem1. Similar to the classical UP, one can generalise
this UP to arbitrary operators on Hilbert spaces as well. This generalisation is particu-
larly pertinent to SWCs. We shall pose the following question: Given a signal (source
current) which has energy in one volumeVA, how well can we constrain a function
(electromagnetic field) of that signal to have energy in another volumeVB?

The remainder of this chapter is arranged as follows: In Section 5.1 I collate clas-
sic results on uncertainty and formulate UPs in terms of operator theoretic terminology.
Section 5.2 develops an Uncertainty Principle for communication between volumes with
a particular form of operator channel. In section 5.3 I provea second uncertainty prin-
ciple and explain its interpretation in a communication theory setting.

5.1 A Review of the Uncertainty Principle

Before explaining the Uncertainty Principle, we develop some relevant notation.

1Landau provides some work in this regard [27].
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5.1.1 Notation

Following Selig [29], letH be a Hilbert space with inner product〈·, ·〉 and norm‖ · ‖ ≡
〈·, ·〉1/2. Further, letA be a linear operator with domainD(A) ⊆ H and range in
H. We then define the normalised expectation value,τA(f) and standard deviation
(uncertainty),σA(f) of the operatorA with respect tof ∈ D(A) to be [29]

τA(f) ≡ 〈Af, f〉
〈f, f〉 (5.1)

σA(f) ≡ ‖(A− τA(f))f‖. (5.2)

If the domain of some operatorA is dense inH then we can define its adjointA† using
the following equation [48]

〈Ax, y〉 = 〈x,A†y〉 ∀x ∈ D(A), y ∈ D(A†). (5.3)

The domain ofD(A†) consists of vectorsx ∈ H such that the function

y 7→ 〈x,Ay〉

(which is a linear map defined on a dense subset ofH) is a continuous linear functional.
Furthermore,A is said to be Hermitian or self-adjoint ifA = A†. Therefore, for a
self-adjoint operator

〈Ax, y〉 = 〈x,Ay〉 ∀x, y ∈ D(A). (5.4)

Any operator that obeys equation (5.4) is said to be symmetric. Note that it is possible
that an operatorA is symmetric but not self-adjoint if its domainD(A) is not dense in
H.

Given two linear operatorsA andB with domainsD(A) andD(B) respectively, the
commutator is defined as

[A,B] ≡ AB − BA

and the anti-commutator is defined as

[A,B]+ ≡ AB +BA

with domainsD(AB) ∩ D(BA) for either one. The operatorsA andB are said to
commutewith each other if[A,B] = 0. Otherwise they are called non-commutative
operators.

Also, letL2[R] be the set of all square integrable real-valued functions defined on
the real line with norm‖f‖2 = 〈f, f〉1/2. Here the inner product〈·, ·〉 is defined as

〈f, g〉 =

∫ ∞

−∞

f(t)g(t)dt. (5.5)
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We can now think of‖f‖2
2 as the energy of the functionf ∈ L2[R]. The angle between

two non-zero functionsf andg is defined as

θ(f, g) = cos−1 ℜ{〈f, g〉}
‖f‖2‖g‖2

. (5.6)

We also define

f̂(ω) =

∫ ∞

−∞

f(x)e−iωxdx (5.7)

to be the fourier transform off(x) whenever this integral exists.

5.1.2 The Classical Uncertainty Principle

The classical uncertainty principle states that the concurrent values of two non-commuting
observables such as position and momentum cannot be precisely determined in any
quantum state. That is, the standard deviation of two non-commuting operators cannot
be made arbitrarily small simultaneously.

Theorem 5.1. If A andB are two self-adjoint operators on a Hilbert spaceH, then

‖(A− a)f‖‖(B − b)f‖ ≥ 1

2
|〈[A,B]f, f〉|

for all f ∈ D(AB)∩D(BA) and alla, b ∈ R. Equality holds precisely when(A− a)f
and(B − b)f are purely imaginary scalar multiples of one another.

Selig realizes that the only property of self-adjoint operators required in the proof of
the above theorem is given by equation (5.4). He therefore reformulates theorem 5.1 in
terms of symmetric operators.

Theorem 5.2. [29, theorem 3.4] IfA andB are two symmetric operators on a Hilbert
spaceH, then

‖(A− a)f‖‖(B − b)f‖ ≥ 1

2
{|〈[A,B]f, f〉|2

+ |〈[A− aI, B − bI]+f, f〉|2}1/2

for all f ∈ D(AB)∩D(BA) and alla, b ∈ R. Equality holds precisely when(A−a)f
and(B − b)f are purely imaginary scalar multiples of one another.

Proof. Let A,B, a, b and f be as stated in the theorem. From the Cauchy-Schwarz
inequality we have

2‖(B − b)f‖‖(A− a)f‖ = 2|〈(B − b)f, (A− a)f〉|
= 2[ℑ{〈(B − b)f, (A− a)f〉}2 +

ℜ{〈(B − b)f, (A− a)f〉}2]1/2 (5.8)
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Here,ℜ{·} andℑ{·} denote the real and imaginary parts of a complex number. We can
evaluate the real and imaginary parts of〈(B − b)f, (A− a)f〉.

2iℑ{〈(B − b)f, (A− a)f〉} = 〈(B − b)f, (A− a)f〉
− 〈(A− a)f, (B − b)f〉

= 〈(A− a)(B − b)f, f〉
− 〈(B − b)(A− a)f, f〉

= 〈[A− aI, B − bI]f, f〉
= 〈[A,B]f, f〉 (5.9)

The symmetry of the operators is used in the second step and the fact that scalar multi-
plication commutes with all linear operators is used in the last. Also,

2ℜ〈(B − b)f, (A− a)f〉 = 〈(B − b)f, (A− a)f〉
+ 〈(A− a)f, (B − b)f〉

= 〈[A− aI, B − bI]+f, f〉 (5.10)

Substituting equations (5.10) and (5.9) into equation (5.8) proves the theorem.

Theorem 5.2 is valid for arbitrary values ofa andb. However, the left hand side
of the inequality in this theorem is minimized ifa and b are the magnitudes of the
projection vectors ofAf andBf ontof , respectively. That is

min
a

‖Af − af‖ = ‖Af − 〈Af, f〉
〈f, f〉 f‖

= ‖Af − τA(f)f‖
= σA(f)

Note thatσA(f) is the uncertainty (standard deviation) of the operatorA. Therefore we
obtain the following special case of the UP.

Corollary 5.2.1. [29, Corollary 3.6] If A andB are two symmetric operators on a
Hilbert spaceH, then

σA(f)σB(f) ≥ 1

2

√
|〈[A,B]f, f〉|2 + 4COV2

AB(f)

for all f ∈ D(AB) ∩ D(BA) and all a, b ∈ R. Equality holds precisely when(A −
τA(f))f and(B − τB(f))f are scalar multiples of one another.

Here, the covariance of the operatorsA andB is defined as

COVAB(f) =
1

2
〈[A− τA(f)I, B − τB(f)I]+f, f〉
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Heisenberg’s Uncertainty Principle

The first UP discovered by Heisenberg is a special case of Corollary 5.2.1. We can
derive Heisenberg’s UP by substitutingAf = ·f , the position operator andBf = −if ′,
the momentum operator into corollary 5.2.1. Herei =

√
−1. Making this substitution2

and noting that[A,B]f = if we get

σA(f)σB(f) ≥ 1

2

√
|〈[A,B]f, f〉|2 + 4COV2

AB(f)

≥ 1

2
|〈[A,B]f, f〉|

=
1

2
|〈if, f〉|

=
1

2
‖f‖2

Here,σA(f) andσB(f) are the uncertainties in position and momentum respectively.
Note that equality is attained iff(A− τA(f))f and(B − τB(f))f are purely imaginary
scalar multiples of each other (see Theorem 5.1). That is

−if ′(x) − τB(f)f(x) = ir(x− τA(f))f(x)

andr ∈ R. Therefore, f(x) is a complex gaussian function:

f(x) = ceibxe−r(x−a)
2/2

for somec ∈ C andr > 0. Herea = τA(f) andb = τB(f) are the expectation values of
the position and momentum operators respectively.

Heisenberg’s principle shows that a quantum system described by a wave function
f cannot have precise values for position and momentum at the same time. This prin-
ciple is often stated in terms of a function and its fourier transform as explained in the
following theorem .

Theorem 5.3. [29, theorem 6.1]] Letf ∈ L2(R), ‖f‖ = 1 and set

xo =

∫
x|f(x)|2dx

ωo =

∫
ω|f̂(ω)|2dω

∆x =

∫
(x− xo)

2|f(x)|2dx

∆ω =

∫
(ω − ωo)

2|f̂(ω)|2dω

2We can make this substitution because both operators are symmetric.
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whenever these integrals exist. Then∆x∆ω ≥ π/2, where equality is attained iff
f(x) = (r/π)1/4eiωoxe−r(x−xo)2/2 for anyr > 0.

The theorem is proved trivially by noting thatσA(f) = ∆x andσB(f) = ∆ω/2π,
whereAf = ·f andBf = −if ′ [29].

This theorem gives valuable insight into how localized a function can be in both
time and frequency. If one defines∆x and∆ω to be the root mean square (RMS) mea-
sure of approximate time duration and bandwidth of the signal, respectively, then the
theorem says that the product of time duration and bandwidthof a function is bounded
from below byπ/2. Therefore, if the time-spread gets very small, the frequency-spread
must be large and vice-versa. It therefore validates our intuition that a function cannot
simultaneously be both time and frequency limited.

Though a very good qualitative tool, this theorem is inadequate for the purposes
of signal processing. The theorem does not for instance answer the question, given a
bandlimited function (i.e.f̂(ω) = 0 for ω /∈ [−Ω,Ω]), how much of the energy of
f is ‘concentrated’ in any finite duration of time. This would be useful in answering
the question: “given a bandlimited channel, how much of the transmitted signal can a
receiver measure over a finite period of time?”

5.1.3 An Uncertainty Principle for energy concentrations

Landau and Pollak propose that for the purposes of signal processing, a more rele-
vant uncertainty principle should use sharper measures of concentrations in time and
frequency than the one used in Heisenberg’s principle [30].To help derive their uncer-
tainty principle [30] defineD = {f : f ∈ L2[R], f(t) = 0 ∀|t| > T/2} to be the class
of all time-limited functions andB = {f : f ∈ L2[R], f̂(ω) = 0 ∀|ω| > Ω} to be
the class of all band-limited functions. Here,f̂(ω) is the fourier transform off(t) as
defined in equation (5.7). AlsoT , the time duration andW = Ω/2π, the bandwidth are
fixed for the remainder of this chapter. It is easy to prove [58] thatD andB are complete
subspaces ofL2[R].

We can therefore define the projection operatorsB : L2[R] → L2[R] andD :
L2[R] → L2[R] as follows

Df(t) =

{
f(t), |t| ≤ T/2
0, |t| > T/2

(5.11)

Bf(t) =
1

2π

∫ Ω

−Ω

f̂(ω)ejωtdω (5.12)

Note that the ranges of operatorsB andD areB andD, respectively. Using these
operators we can calculate the fraction of energy,α2 of any functionf ∈ L2[R] in the
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finite duration of time[−T/2, T/2].

α2 =
‖Df‖2

2

‖f‖2
2

. (5.13)

Similarly, we can calculate,β2, the fraction of energy of a function in a finite bandwidth
[−Ω,Ω].

β2 =
‖Bf‖2

2

‖f‖2
2

. (5.14)

Note thatα, β ≤ 1.

Prolate Spheroidal Wave Functions

Slepian and Pollak [58] show that the prolate spheroidal functions are eigenfunctions of
the finite fourier transform and discuss several interesting properties for these functions.
In the following I motivate the usefulness of these functions and list some of their key
properties.

A special case of the UP for energy concentrations arises when we choose the func-
tions to be time-limited, i.e.f ∈ D or equivalently,α = 1. The UP then puts constraints
on the valuesβ can take as explained in the following theorem.

Theorem 5.4. Let f(t) ∈ D. Then,β2 = ‖Bf‖2
2/‖f‖2

2 ≤ λ0. Equality is achieved
if and only if f(t) = cDψ0(t), whereψ0(t) is an eigenfunction corresponding to the
largest eigenvalueλ0 of the integral equation

λf(t) =

∫ T/2

−T/2

sin Ω(t− s)

π(t− s)
f(s)dt (5.15)

andc is an arbitrary multiplicative constant.

Proof. Let f(t) andβ be as stated in the theorem. Then,

Bf(t) =
1

2π

∫ Ω

−Ω

eiωtf̂(ω)dω

=
1

2π

∫ Ω

−Ω

eiωt
∫ T/2

−T/2

f(s)e−iωsdsdω

=

∫ T/2

−T/2

sin Ω(t− s)

π(t− s)
f(s)ds

Because,
∫ ∞

−∞

sin Ω(t− u)

π(t− u)

sin Ω(u− s)

π(u− s)
du =

sin Ω(t− s)

π(t− s)
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we have

‖Bf(t)‖2
2 =

∫ ∞

−∞

Bf(t)Bf(t)dt

=

∫ ∞

−∞

∫ T/2

−T/2

∫ T/2

−T/2

sin Ω(u− t)

π(u− t)

sin Ω(t− s)

π(t− s)
f(u)f(s)dudsdt

=

∫ T/2

−T/2

∫ T/2

−T/2

sin Ω(u− s)

π(u− s)
f(u)f(s)duds

It is well known that the maximum value of the right hand side isλ0, the largest eigen-
value of the integral equation (5.15) [59]. The maximum is attained whenf = cDψ0

is the time-limited version of the corresponding eigenfunction. Here,c is an arbitrary
multiplicative constant. Note thatf is proportional toDψ0 and not toψ0 becauseψ0 is
not time-limited.

We can conclude from this theorem that the time-limited function that has the great-
est fraction of energy in the finite bandwidthW is cDψ0. From the symmetry of the
fourier transform, we can also deduce that the bandlimited function that has maximum
energy in the finite time interval[−T/2, T/2] is g = cψ0.3 We therefore have the fol-
lowing corollary.

Corollary 5.4.1. Let f(t) ∈ B. Then,α2 = ‖Df‖2
2/‖f‖2

2 ≤ λ0. Equality is achieved if
and only iff(t) = cψ0(t), whereψ0(t) is an eigenfunction corresponding to the largest
eigenvalueλ0 of the integral equation

λf(t) =

∫ T/2

−T/2

sin Ω(t− s)

π(t− s)
f(s)dt (5.16)

andc is an arbitrary multiplicative constant.

The integral equation (5.15) is the defining equation for theprolate spheroidal wave
functions. Therefore they play an important role in the analysis of time/frequency lim-
ited functions. Slepian and Pollak [58] prove that there exist a countably infinite set of
functionsψ0(t), ψ1(t), ψ2(t), . . . and a set of positive real numbersλ0 > λ1 > λ2 > . . .
that satisfy the integral equation (5.15), that is

λiψi(t) =

∫ T/2

−T/2

sin Ω(t− s)

π(t− s)
ψi(s)dt (5.17)

Equivalently, we can write this equation in terms of our operatorsB andD

λiψi(t) = BDψi(t)

3In fact the symmetry argument tells us thatg = cBψ0. But, it turns out thatψ0 is band limited, i.e.
Bψ0 = ψ0
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Hence,λi andψi are eigenvalues and eigenfunctions of the operatorBD, respectively.
The functionsψi are called the prolate spheroidal wave functions. They haveseveral
interesting properties4:

1. The set of functions{ψ0(t), ψ1(t), . . .} is bandlimited, complete inB and or-
thonormal inL2[R]:

〈ψi, ψj〉 = δij ,

whereδij is the Kronecker-Delta.

2. The set of functions{Dψ0(t), Dψ1(t), . . .} is time-limited, complete inD and
orthogonal inL2[R]:

〈Dψi, Dψj〉 = λiδij

This implies that the energy ofψi in the time interval[−T/2, T/2] is λi.

3. The dependance ofψi andλi on T andΩ has been suppressed in the notation
used. In fact,ψi(t) = ψ1(t, T, c) andλi = λi(c), wherec = ΩT/2. The fact that
λi only depends onΩT and not onΩ andT separately becomes significant when
one discusses the dimensionality of the time-bandwidth product.

4. For alli, λi < 1. Also, the eigenvalues fall off rapidly to zero oncei > 2c/π =
WT . Therefore, fori > WT ,ψi has little energy in the time-interval[−T/2, T/2].
Further, for fixedi, λi increases with increasing values ofc (see [58] for tabulated
values ofλi). That is, the greater the time-bandwidth product, the greater the
concentration of energy ofψi(t) in [−T/2, T/2].

For the remainder of this chapter letψi denote the prolate spheroidal wave functions and
let λi denote the corresponding eigenvalues.

The Uncertainty Principle

Let f ∈ L2[R] be a nonzero function. We already know thatα = ‖Df‖
‖f‖ andβ = ‖Bf‖

‖f‖

cannot simultaneously be equal to 1. Landau and Pollok [30] show thatα andβ cannot
simultaneously be arbitrarily close to 1. Specifically, they prove

Theorem 5.5. [30, theorem 2] Let0 ≤ α, β ≤ 1. Then there exists a functionf ∈
L2[R], ‖f‖2 = 1 with ‖Df‖2 = α and‖Bf‖2 = β if and only if (α, β) 6= (0, 1) and
(α, β) 6= (1, 0) and

cos−1 α+ cos−1 β ≥ cos−1
√
λ0,

4See [30,58] for more details
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whereλ0 is the largest eigenvalue of the equation

λψ = BDψ

This theorem constrains the possible values ofα andβ becauseλ0 < 1 [58]. There-
fore, we can conclude that any function cannot have arbitrarily large fractions of energy
in both a finite time duration and a finite frequency bandwidth.

Alternatively, if ǫ2ω = 1 − β2 thenf is said to beǫω-concentrated to the frequency
interval [−W,W ]. Similarly, if ǫ2t = 1 − β2 thenf is said to beǫt-concentrated to the
time interval[−T/2, T/2]. Also,f is said to have ‘fraction out of band energy’ (FOBE)
bandwidthW and FOBE time durationT . The UP then implies5

sin−1 ǫt + sin−1 ǫω ≥ cos−1
√
λ0(ΩT )

The principle constrains the range of values the productΩT can take exactly like in the
classical principle.

We will show in the next section that this theorem is a specialcase of a more general
theorem just like Heisenberg’s UP is a special case of the classical uncertainty principle
as alluded to by [30]. We show that this more general theory can be used to understand
certain fundamental limits on communication through arbitrary channels.

5.2 A General Uncertainty Principle

Though the UP derived in the previous section is for a function defined on the real line
and its fourier transform, the principle can be extended to include arbitrary transforms
defined onRn. To derive results similar to those in the previous two sections for general
transformations we need to ask what are the essential properties of the operatorsB and
D. It turns out that the key property is that the subspacesB andD form a nonzero
minimum angle. Before deriving these results, we explain the physical model.

5.2.1 Physical Problem and Notation

Let X andY be two Hilbert spaces with inner-products〈·, ·〉X and〈·, ·〉Y and norms
‖·‖X = 〈·, ·〉1/2X and‖·‖Y = 〈·, ·〉1/2Y , respectively. LetΓ : X → Y be a linear operator
and let

f̂ = Γf. (5.18)

Let D ⊂ Y andA ⊂ X . Also let B = Γ(A) be the image of the setA underΓ.
Physically, we can interpretX to be a set of possible transmitter functions andY to

5See property 3 of the prolate spheroidal functions in section 5.1.3
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be a set of possible receiver functions andΓ to be some operator which determines
what receiver function each transmitter function generates. Also, because of physical
constraints (e.g. transmitted signals must be bandlimited) the transmitter might not be
able to generate all the functions in the transmitter function spaceX . So one can
interpretA to be the set of transmitter functions that a physical transmitter can generate.
Therefore,B is the set of functions that the transmitter can generate at the receiver and
will also be referred to as the space of transmitter functions. Similarly, the receiver
might not be able to measure all functions that are in the receiver space due to physical
constraints (e.g. received signals can only be measured over a finite time-duration). One
can think of the setD as the set of functions that the receiver can measure and it will be
referred to as the space of receiver functions.

Let us also assume that the setsD andB are complete subspaces ofY . We can then
define projection operatorsD : Y → Y andB : Y → Y such thatD(Y ) = D and
B(Y ) = B. We can also define an angle between these two subspaces as follows:

θ(B,D) = inf
f∈B,g∈D

f 6=0,g 6=0

θ(f, g). (5.19)

Finally, given any linear operatorL : Y → Y we can define the operator norm

‖L‖Y = sup
y∈Y

‖Ly‖Y
‖y‖Y

.

5.2.2 An Uncertainty Principle for arbitrary subspaces

One can think of‖f‖2
Y as the energy of a functionf ∈ Y . Thenα2 = ‖Df‖2

Y /‖f‖2
Y

is the fraction of energy off in the space of receiver functions andβ2 = ‖Bf‖2
Y /‖f‖2

Y

is the fraction of the energy off in the space of transmitter functions. In order to prove
the Uncertainty Principle, we need the following lemma.

Lemma 5.6. Let f, g, h ∈ Y . Then,

θ(f, g) ≤ θ(f, h) + θ(g, h). (5.20)

Proof. Let f̂ = f/‖f‖Y andĝ = g/‖g‖Y . Then

θ(f, g) = cos−1 ℜ{〈‖f‖Y f̂ , ‖g‖Y ĝ〉}
‖f‖Y ‖g‖Y

= cos−1 ℜ{〈f̂ , ĝ〉}
= θ(f̂ , ĝ) (5.21)
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Let θ(f, g) 6= 0. Otherwise, there is nothing to prove. Also, letS = span{f, g} be the
space of all functions spanned byf andg. Then this space is complete and we can write
ĥ = h/‖h‖Y as [48]

ĥ = h‖ + h⊥,

whereh‖ ∈ S andh⊥ is orthogonal to bothf andg. Because‖h‖‖Y ≤ ‖ĥ‖Y = 1 we
have

θ(f, h) = θ(f̂ , ĥ)

= cos−1 ℜ{〈f̂ , ĥ〉}
= cos−1 ℜ{〈f̂ , h‖〉}

≥ cos−1 ℜ
{
〈f̂ , h‖〉
‖h‖‖Y

}

= θ(f̂ , h‖) (5.22)

Similarly,

θ(g, h) ≥ θ(ĝ, h‖) (5.23)

Now, if θ(ĝ, h‖) = 0 then the proof is complete becauseθ(f, g) = θ(f̂ , ĝ) = θ(f̂ , h‖) ≤
θ(f, h) ≤ θ(f, h) + θ(g, h).

If θ(ĝ, h‖) 6= 0, let

ĥ1 = h‖/‖h‖‖Y , (5.24)

ĥ2 =
g − ĥ1〈g, ĥ1〉

‖(g − ĥ1〈g, ĥ1〉‖Y
(5.25)

be two unit vectors that are orthogonal to each other and whose span isS. We can
therefore write,

f̂ = a1ĥ1 + a2ĥ2 (5.26)

ĝ = b1ĥ1 + b2ĥ2 (5.27)

wherea1 = a′1 + ia′′1, a2 = a′2 + ia′′2, b1 = b′1 + ib′′1 andb2 = b′2 + ib′′2 are complex
numbers. From the orthogonality ofĥ1 andĥ2 we have

cos θ(f̂ , h‖) = a′1 (5.28)

cos θ(ĝ, h‖) = b′1 (5.29)

cos θ(f̂ , ĝ) = ℜ{a∗1b1 + a∗2b2} (5.30)

= a′1b
′
1 + a′2b

′
2 + a′′1b

′′
1 + a′′2b

′′
2 (5.31)
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Here,a∗i is the complex conjugate ofai. From the orthogonality of̂h1 andĥ2 and the
fact thatf̂ andĝ have unit norm, we have

a′21 + a′′21 + a′22 + a′′22 = 1 (5.32)

b′21 + b′′21 + b′22 + b′′22 = 1 (5.33)

We can think of(a′′1, a
′
2, a

′′
2) and(b′′1, b

′
2, b

′′
2) as two three dimensional vectors. Then the

Cauchy-Schwarz inequality gives us
√
a′′21 + a′′22 + a′22

√
b′′21 + b′′22 + b′22 ≥ |a′′1b′′1 + a′′2b

′′
2 + a′2b

′
2|

Here,| · | denotes the absolute value of a real number. Therefore,

a′′1b
′′
1 + a′′2b

′′
2 + a′2b

′
2 ≥ −

√
a′′21 + a′′22 + a′22

√
b′′21 + b′′22 + b′22 (5.34)

Now,

cos(θ(f̂ , h‖) + θ(ĝ, h‖)) (5.35)

= cos(θ(f̂ , h‖)) cos(θ(ĝ, h‖))

− sin(θ(f̂ , h‖)) sin(θ(ĝ, h‖)) (5.36)

= a′1b
′
1 −

√
1 − a′21

√
1 − b′21 (5.37)

= a′1b
′
1 −

√
a′′21 + a′′22 + a′22

√
b′′21 + b′′22 + b′22 (5.38)

≤ a′1b
′
1 + a′′1b

′′
1 + a′′2b

′′
2 + a′2b

′
2 (5.39)

= cos(θ(f̂ , ĝ)) (5.40)

We get equation (5.37) from equations (5.28) and (5.29). Equations (5.32) and (5.33)
are used to get (5.38) and finally we use inequality (5.34) to get (5.39). Now, from the
monotonicity ofcos, we have

θ(f̂ , ĝ) ≤ θ(f̂ , h‖) + θ(ĝ, h‖). (5.41)

Substituting inequalities (5.22) and (5.23) into the aboveand using equation (5.21)
proves the lemma.

The uncertainty principle constrains the range of values thatα andβ can take pro-
vided the subspacesB andD form a non-zero minimum angle.

Theorem 5.7. [The Uncertainty Principle] If the two subspacesB andD form a non-
zero minimum angleθ0 then

cos−1 α+ cos−1 β ≥ θ0. (5.42)
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Proof. From the definition ofθ(f, g) we have

cos(θ(f,Df)) =
ℜ{〈f,Df〉}
‖Df‖Y ‖f‖Y

=
ℜ{〈Df,Df〉}
‖Df‖Y ‖f‖Y

=
‖Df‖Y
‖f‖Y

= α.

We get the second step in the above derivation from the fact thatf = Df + f −Df and
〈f −Df,Df〉 = 0. Similarly we have,β = cos(θ(f, Bf)). Therefore from lemma 5.6
we get

cos−1 α+ cos−1 β = θ(f,Df) + θ(f, Bf)

≥ θ(Df,Bf)

≥ θ0.

We get the last step from the fact thatDf ∈ D andBf ∈ B and these two subspaces
have the minimum angleθ0.

We can calculate the minimum angle between the two subspacesby calculating the
norm of the operatorBD and this is the subject of our next theorem.

Theorem 5.8. The angle between two complete subspacesB and D with projection
operatorsB andD is

θ(B,D) = cos−1 ‖BD‖Y (5.43)

Proof. The angle between the two subspaces is given by

θ(B,D) = inf
f∈B,g∈D

f 6=0,g 6=0

θ(f, g) (5.44)
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Usingcos θ(f, g) from the proof of the last theorem, we can write

cos θ(B,D) = sup
f∈B,g∈D

‖f‖Y =1,‖g‖Y =1

ℜ{〈f, g〉}

= sup
f∈Y ,g∈Y

‖f‖Y =1,‖g‖Y =1

ℜ{〈Bf,Dg〉}

= sup
f∈Y ,g∈Y

‖f‖Y =1,‖g‖Y =1

ℜ{〈f, BDg〉}

= ‖BD‖Y
Here, we get the second to last step from the fact thatB is self adjoint and the last step
from the definition of the operator norm.

5.2.3 Discussion

The UP in theorem 5.7 has a very simple physical interpretation based on a very simple
geometric idea. If the space of all the functions that a transmitter can generate and the
space of all the functions a receiver can receive form a non-zero minimum angle then
there exist no functions that can have arbitrarily large fractions of energy in these two
spaces of functions. Also, one can find the minimum angle between these two subspaces
using projection operators as explained in theorem 5.8.

Note that becauseB andD are projection operators we have, forB,D 6= {0},
‖B‖Y = ‖D‖Y = 1. Therefore,‖BD‖Y ≤ ‖B‖Y ‖D‖Y = 1. If ‖BD‖ = 1 then
the uncertainty principle is not very useful because for allα andβ we havecos−1 α +
cos−1 β ≥ cos−1 1 = 0. So the theorem is only useful if we can prove that‖BD‖Y < 1
which is the case for the time-bandwidth problem consideredby Landau and Pollak [27].

In order to find‖BD‖Y one still needs to evaluate the projection operatorsB andD.
It is fairly easy to do this for the projection operatorD if the subspaceD is known. For
instance ifY isL2[R] and if the receiver can only measure functions for a time-duration
of T seconds, then the projection operator can be defined as in equation (5.11).

There seems to be no general way in which one can define the projection operator
B. One exception to this is the case whereΓ is compact. In this case one can use the
singular value decomposition (SVD) for the operatorΓ to define the operatorB. We
can write [47]

Γ =
∑

j

〈·, φj〉XΓ(φj)

= αj
∑

j

〈·, φj〉Xψj (5.45)
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Here,αj is thejth singular value ofΓ andφj andψj are thejth left and right singular
functions ofΓ, respectively. From equation (5.45) it is obvious that if a function belongs
toB then it must be in the span of the set of right singular functions{ψj} of Γ. Moreover,
because the functionsψj are orthonormal inY we can define the projection operator
B : Y → Y as

Bf =
∑

j

〈f, ψj〉Y ψj .

5.3 A Second General Uncertainty principle

In this section I prove a second general UP that can be used to constrain the total amount
of energy that can be concentrated in the receiving volume. We prove a slightly modified
version of the general uncertainty theorem proved in Donohoan Stark [60]. In the
following L1[V ], L2[V ] andL∞[V ] are the spaces of real or complex valued functions
defined onV ⊂ R3 with finite L1 (‖ · ‖1 =

∫
V
| · |), L2 (‖ · ‖1 =

∫
V
| · |2) andL∞

(‖ · ‖∞ = supV | · |) norms, respectively.

Theorem 5.9.Supposef ∈ L1[R3]
⋂
L2[R3] andΓ : f 7→ f̂ , wheref̂ ∈ L2[R3]

⋂
L∞[R3]

and satisfies

1. ‖f‖2 = α‖f̂‖2

2. ‖f̂‖∞ ≤ β‖f‖1.

Let VT and VR be two compact subsets ofR3 with empty intersection. Supposef is
ǫT -concentrated toVT in theL1 norm andf̂ is ǫR-concentrated toVR in theL2 norm.
Then,

|VT ||VR|α2β2 ≥ (1 − ǫT )2(1 − ǫ2R)

Proof.

‖f‖2
2 = α2‖f̂‖2

2

≤ α2(1 − ǫ2R)−1

∫

VR

f̂ 2

≤ α2(1 − ǫ2R)−1|VR|‖f̂‖2
∞

≤ α2(1 − ǫ2R)−1|VR|β2‖f‖2
1

≤ α2(1 − ǫ2R)−1|VR|β2(1 − ǫT )−2

∫

VT

|f |

≤ α2(1 − ǫ2R)−1|VR|β2(1 − ǫT )−2|VT |‖f‖2
2

We get the last step using the Cauchy-Schwarz inequality. Byrearranging the above
inequality we get the required result.
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The theorem has a very simple physical interpretation for communication between
finite volumes. Firstly, by requiring‖f‖2 = α‖f̂‖2, we ensure that the energy of the
received signal is proportional to that of the transmittingsignal. Soα determines the
attenuation in the signal and we expect it to be greater than 1. Secondly,‖f̂‖∞ ≤ β‖f‖1

can be thought of as a stability condition (i.e. bounded input gives bounded output).
Also, if the transmitting volume is finite, thenf must be perfectly concentrated in

VT and soǫT = 0. The theorem then implies

|VT ||VR|α2β2 ≥ (1 − ǫ2R)

That is, the maximum fraction of energy that can be inside thereceiving volume is
bounded from above. Note that this bound increases if the transmitting and receiving
volumes get bigger. This statement is valid for arbitrary channels provided the two
conditions in the above theorem are satisfied.

5.4 Chapter Conclusion

In this chapter I reviewed the classical UP and examined its formulation in operator
theoretic terminology. I then reviewed the time-bandwidthproblem studied by Slepian,
Landau and Pollak in a series of papers [27,30,58]. I generalised their results to ar-
bitrary operators on Hilbert spaces and gave a physical interpretation of the resulting
generalised Uncertainty Principle for SWCs. I also developed a second generalised UP.
The main contributions of this chapter are:

1. Review of the classical and time-bandwidth UP.

2. Two new generalised UPs in Theorems 5.7 and 5.9
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Chapter 6

Conclusion

In this chapter, I present the conclusions drawn from my study of SWCs. In each chap-
ter, a summary of the work and the contributions made was presented. Here a summary
of the thesis is followed by possible future research directions.

6.1 Thesis Summary

1. In chapter 2 I give a novel definition for SWCs that has sufficient structure to
model the different physical constraints imposed on MIMO systems. According
to definition 2.1 an SWC is a triple(XT , YR,Γ). Here,XT models the space of all
the transmitter current densities andYR models the space of electromagnetic fields
at the receiver andΓ : XT → YR is a bounded linear operator that determines
the electromagnetic field in the receiving volume given the current density in the
transmitter volume. The spacesXT andYR are normed spaces and the norms on
these spaces can be physically interpreted as energy or power. I also establish
several properties of SWCs for finite power and finite energy channels.

2. In chapter 3 I prove that for a compact operatorΓ on some normed space, for any
given numberǫ > 0 there is a unique numberNdof (ǫ) which is the number of
degrees of freedom of the operatorΓ at levelǫ. Physically we can interpret this
number as the maximum number of linearly independent functions a receiver that
has noise level proportional toǫ can measure. I prove that one can use this defini-
tion for degrees of freedom to define generalised singular values which are gen-
eralisations of the commonly accepted singular values defined for Hilbert space
operators. These generalised singular values can be used tonumerically com-
pute the degrees of freedom of SWCs. In this chapter, I also distinguish between
the terms “degrees of freedom” and “essential dimension” though they have been
used interchangeably in the literature. In the situation where the singular values
of an operator change rapidly from being large to small, the position of the “knee”
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in the singular values is unique for a given channel. In such channels, the number
of degrees of freedom at levelǫ depends very little on the actual value ofǫ. I
define the essential dimension of an operator as the smallestnumber of singular
values after which the difference between two consecutive singular values is at a
maximum.

3. In chapter 4 I showed that it is possible to use perturbation theory to calculate
the essential dimension of the scalar waveform channel studied by Miller [26]. In
most situations, it is not possible to use such techniques toanalytically compute
the singular values. I therefore developed numerical techniques to compute gen-
eralised singular values of compact operators defined on a normed space that has
a complete Schauder basis similar to Galerkin’s method. I proved theorem 4.1
that shows that the singular values of finite dimensional approximations of an op-
erator approach those of the original operator if the domainof the operator has a
complete Schauder basis. I used this numerical technique tocompute the singular
values, degrees of freedom and essential dimension of several SWCs.

4. In chapter 5 I reviewed the classical Uncertainty Principle (UP) and examined its
formulation in operator theoretic terminology. I then reviewed the time-bandwidth
problem studied by Slepian, Landau and Pollak in a series of papers [27,30,58]. I
generalised their results to arbitrary operators on Hilbert spaces and gave a phys-
ical interpretation of the resulting generalised UP for SWCs. I also developed a
second generalised UP.

6.2 Future Directions

In this thesis I mainly concentrated on deterministic channels. However, several prac-
tical communication systems are random in nature and are also time varying. It would
therefore be useful to extend the definition of SWCs to include random operators that
depend on the positions of arbitrarily placed scatterers. Similarly, the definitons of es-
sential dimension and degrees of freedom could be generalised to random variables
instead of the deterministic ones studied in this thesis.

A second important extension would be to assume arbitrary time dependence instead
of exponential time-dependance for the finite energy case. If this is done then one can
study the number of linearly independent signals availablein a MIMO system that can
radiate any waveform.

Finally, properties of generalised singular values would need to be studied to develop
more numerical techniques to calculate them. For instance,if A is ann × m matrix,
then the singular values ofA can be calculated from the stationary points of‖Ax‖

‖x‖ . If
generalised singular values satisfy a similar condition, then this condition could be used
to compute the generalised singular values.
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Appendix A

Proofs Used In Theorems

A.1 Upper Bound on‖∆‖ used in section 4.1

The original Green’s function is:

G(x, y) =
exp{|x − y + e3r0|}

|x − y + e3r0|
(A.1)

BecauseG(x, y) is only a function of∆ = x− y, we can rewrite it as

G(x, y) =
exp{|∆ + r0e3|}

|∆ + r0e3|
(A.2)

Now let

f(∆) =

√
∆2

1 + ∆2
2 + (∆3 + r0)

2 (A.3)

In the following I will calculate all the partial derivatives of up to order 3 and for ease
of notation I will usef instead off(∆). I show brief working for the calculation of
derivatives w.r.t∆1 and then we can use symmetry to calculate derivatives w.r.t∆2 and
substitution/symmetry to calculate derivatives w.r.t∆3.

∂f

∂∆1
=

∆1

f
∂f

∂∆2

=
∆2

f

∂f

∂∆3

=
(∆3 + r0)

f
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∂2f

∂∆2
1

=
f − ∆1

∂f
∂∆1

f 2

=
1

f

[
1 − ∆2

1

f 2

]

∂2f

∂∆2
2

=
1

f

[
1 − ∆2

2

f 2

]

∂2f

∂∆2
3

=
1

f

[
1 − (∆3 + r0)

2

f 2

]

∂2f

∂∆2∂∆1
=

∂

∂∆2

{
∆1

f

}

=
f ∂∆1

∂∆2
− ∆1

∂f
∂∆2

f 2

=
−∆1∆2

f 3

∂2f

∂∆3∂∆1
=

−∆1 (∆3 + r0)

f 3

∂2f

∂∆3∂∆2

=
−∆2 (∆3 + r0)

f 3

∂3f

∂∆3
1

=
∂

∂∆1

{
1

f
− ∆2

1

f 3

}

=
−1

f 2

∂f

∂∆1
−

[
f 3 ∂∆2

1

∂∆1
− ∆2

1
∂f3

∂∆1

f 6

]

=
−∆1

f 3
−
f 32∆1 − ∆2

13f
2 ∆1

f

f 6

=
3∆1

f 3

[
∆2

1

f 2
− 1

]

∂3f

∂∆3
2

=
3∆2

f 3

[
∆2

2

f 2
− 1

]

∂3f

∂∆3
3

=
3 (∆3 + r0)

f 3

[
(∆3 + r0)

2

f 2
− 1

]
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∂3f

∂∆2∂∆
2
1

=
∂

∂∆2

{
1

f
− ∆2

1

f 3

}

=
−∆2

f 3
−

[
f 3 ∂∆2

1

∂∆2
− ∆2

1
∂f3

∂∆2

f 6

]

=
∆2

f 3

[
3∆2

1

f 2
− 1

]

∂3f

∂∆2
2∂∆1

=
∆1

f 3

[
3∆2

2

f 2
− 1

]

∂3f

∂∆3∂∆2
1

=
(∆3 + r0)

f 3

[
3∆2

1

f 2
− 1

]

∂3f

∂∆2
3∂∆1

=
∆1

f 3

[
3 (∆3 + r0)

2

f 2
− 1

]

∂3f

∂∆3∂∆
2
2

=
(∆3 + r0)

f 3

[
3∆2

2

f 2
− 1

]

∂3f

∂∆2
3∂∆2

=
∆2

f 3

[
3 (∆3 + r0)

2

f 2
− 1

]

∂3f

∂∆3∂∆2∂∆1
=

∂

∂∆3

{−∆2∆1

f 3

}

=
f 3 ∂−∆1∆2

∂∆3
+ ∆2∆1

∂f3

∂∆3

f 6

=
3∆1∆2 (∆3 + r0)

f 5

If a ∈ V −W , using Taylor’s theorem we can write

f(a) =

N−1∑

n=0

1

n!
(a · ∇)nf(0) +RN(a) (A.4)

and the remainderRN (a) satisfies

RN(a) ≤ sup
α∈V −W

1

N !
(a · ∇)Nf(α). (A.5)
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To calculate a bound on this remainder, define

bi = sup
x∈V−W

|xi| , i = 1, 2, 3

b = max
i
bi

l = inf
x∈V−W

f(x)

u = sup
x∈V−W

r0 + x3 = r0 + b3 ≤ r0 + b.

Now, if x ∈ V −W then we have the following inequalities if we assumeb ≤ l (Note
that in these inequalities,i = 1, 2 or 3):

∣∣∣∣
xi
f(x)

∣∣∣∣ ≤ b

l∣∣∣∣
x3 + r0
f(x)

∣∣∣∣ ≤ u

l

≤ r0 − b+ 2b

l

≤ 1 +
2b

l∣∣∣∣
3x2

i

f 2
− 1

∣∣∣∣ ≤
∣∣∣∣
3b2

f 2
− 1

∣∣∣∣
≤ 2∣∣∣∣

3(x3 + r0)
2

f 2
− 1

∣∣∣∣ ≤
∣∣∣∣
3u2

f 2
− 1

∣∣∣∣

≤
∣∣∣∣∣3

(
1 +

2b

l

)2

− 1

∣∣∣∣∣
≤ 24

Now if we further assume thatb/l is much smaller than 1, for example if

b/l ≤ 2 −
√

3

2
√

3
, (A.6)

then we can get tighter bounds for the last two inequalities:
∣∣∣∣
3x2

i

f 2
− 1

∣∣∣∣ ≤ 1

∣∣∣∣
3(x3 + r0)

2

f 2
− 1

∣∣∣∣ ≤ 3
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Assuming (A.6) we prove the bounds for each term in the remainderR3(∆).
∣∣∣∣∆

3
1

∂3f

∂∆3
1

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣
∆3

1 · 3α1

f 3

[
α2

1

f 2
− 1

]∣∣∣∣

≤ 3b4

l3∣∣∣∣∆
3
2

∂3f

∂∆3
2

∣∣∣∣
∆=α

∣∣∣∣ ≤ 3b4

l3∣∣∣∣∆
3
3

∂3f

∂∆3
3

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣
∆3

3 · 3(α3 + r0)

f 3

[
(α3 + r0)

2

f 2
− 1

]∣∣∣∣

≤ 3b3

l2
· u
l
· 3

∣∣∣∣3∆2
1∆2

∂3f

∂∆2∂∆2
1

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣
3∆2

1∆2 · α2

f 3

[
3α2

1

f 2
− 1

]∣∣∣∣

≤ 3b4

l3∣∣∣∣3∆2
2∆1

∂3f

∂∆2
2∂∆1

∣∣∣∣
∆=α

∣∣∣∣ ≤ 3b4

l3∣∣∣∣3∆2
1∆3

∂3f

∂∆3∂∆2
1

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣
3∆2

1∆3 · (α3 + r0)

f 3

[
3α2

1

f 2
− 1

]∣∣∣∣

≤ 3b3

l2
· u
l∣∣∣∣3∆2

2∆3
∂3f

∂∆3∂∆2
2

∣∣∣∣
∆=α

∣∣∣∣ ≤ 3b3

l2
· u
l∣∣∣∣3∆2

3∆1
∂3f

∂∆2
3∂∆1

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣
3∆2

3∆1 · α1

f 3

[
3(α3 + r0)

2

f 2
− 1

]∣∣∣∣

≤ 3b4

l3
· 3

∣∣∣∣3∆2
3∆2

∂3f

∂∆2
3∂∆2

∣∣∣∣
∆=α

∣∣∣∣ ≤ 3b4

l3
· 3

∣∣∣∣6∆3∆2∆1
∂3f

∂∆3∂∆2∂∆1

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣
6∆3∆2∆1 · 3(α3 + r0)α2α1

f 5

∣∣∣∣

≤ 18b5

l4
· u
l
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Therefore,

|R3(∆)| ≤ 1

3!

[
10

3b4

l3
+ 5

3b3

l2
· u
l

+
18b5

l4
· u
l

]

=
b

2
· b

2

l2

[
10
b

l
+ 5

u

l
+

6b2

l2

]

≤ b

2
· b

2

l2

[
5 + 20

b

l
+

6b2

l2

]
(A.7)

≤ b

2
· b

2

l2
c1 (A.8)

Here,c1 is constant which, assuming the validity of equation (A.6) is 5.58. If a different
condition is imposed onb/l then we will get a different value forc1. Now we will
calculate the error in the approximate Green’s functionGT (x, y):

GT (x, y) =
exp {ikfT2(x− y)}

fT0(x− y)
(A.9)

Here,fTi
is theith order Taylor series expansion off . From Taylor’s theorem, we have

fT2(∆) = f(∆) − R3(∆) (A.10)

For ease of notation, I will usehxy andδxy instead off(x−y) andR3(x−y) respectively.

e−ikfT (z−x)eikfT (y−z) = eik[hyz−hzx] · eik[δzx−δyz]

= eik[hyz−hzx] · [1 + eαik(δzx − δyz)] (A.11)

= eik[hyz−hzx] +Re (A.12)

Here, we get equation (A.11) from the Taylor’s theorem for exponential function.α ∈ C

satisfies|α| ≤ k|δzx − δyz| andRe is the remainder term and is a function ofx, y and
z. From equations (A.12) and (A.8) we get

|Re| =
∣∣eik[hyz−hzx]

∣∣ · |eαik(δzx − δyz)|
≤ |eα| k(|δzx| + |δyz|)

≤ ek
b
2

b2

l2
c1 · kbb

2

l2
c1

= eπ
b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1 (A.13)

Here,λ = 2π/k is the wavelength under consideration.
Similarly we can calculate the error term in the denominator. Let

g(∆) =
1

f(∆)
. (A.14)
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Then the first order derivatives ofg = g(∆) are

∂g

∂∆1
=

−∆1

f 3

∂g

∂∆2
=

−∆2

f 3

∂g

∂∆3
=

− (∆3 + r0)

f 3

From Taylor’s theorem, we can write

g(∆) =
1

r0
+Rd∆

and the remainderRd∆ is bounded. Shown below are bounds for each term in the
remainder.

∣∣∣∣∆1
∂g

∂∆1

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣∆1 ·
−α1

f 3

∣∣∣∣

≤ b2

l3∣∣∣∣∆2
∂g

∂∆2

∣∣∣∣
∆=α

∣∣∣∣ ≤ b2

l3∣∣∣∣∆3
∂g

∂∆3

∣∣∣∣
∆=α

∣∣∣∣ =

∣∣∣∣∆2 ·
−α3

f 3

∣∣∣∣

≤ b

l2
· u
l

Therefore,

|Rd∆| ≤ b2

l3
+
b2

l3
+
b

l2
· u
l

≤ b

l2
·
[
1 +

4b

l

]

=
b

l2
c2 (A.15)

Here,c2 is a constant and ifb < l then1 ≤ c2 ≤ 5.
Now letRdyz = Rd(y−z) andRdzx = Rd(z−x). Then we have

1

fT (y − z)fT (z − x)
=

1

hyzhzx
+
Rdzx

hyz
+
Rdyz

hzx
+RdyzRdzx

=
1

hyzhzx
+Rd
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The remainderRd, which is a function ofx, y andz is bounded:

|Rd| ≤
∣∣∣∣
Rdzx

hyz

∣∣∣∣ +

∣∣∣∣
Rdyz

hzx

∣∣∣∣ + |RdyzRdzx|

≤ 2c2b

l3

[
1 +

c2b

2l

]
(A.16)

=
c3b

l3
(A.17)

Here,c3 is a constant and2c2 ≤ c3 ≤ 1 + c22b/l. Therefore, we have

|G∗(z, x)G(y, z) −G∗
T (z, x)GT (y, z)|

=

∣∣∣∣
Re

fzxfyz
+ eik[fzx+fyz]Rd +ReRd

∣∣∣∣

≤ eπ
b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1 ·

1

l2
+
c3b

l3
+
c3b

l3
eπ

b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1

=
b

l3

[
eπ

b
λ

b2

l2
c1 · 2π b

λ

b

l
c1 + c3 + c3e

π b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1

]
(A.18)

Therefore we have

|k∆(x, y)| ≤
∫

W

|G∗(z, x)G(z, x) −G∗
T (z, x)GT (z, x)|dz

≤ b

l3

[
eπ

b
λ

b2

l2
c1 · 2π b

λ

b

l
c1 + c3 + c3e

π b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1

] ∫

W

dz

≤ bµ(W )

l3

[
eπ

b
λ

b2

l2
c1 · 2π b

λ

b

l
c1 + c3 + c3e

π b
λ

b2

l2
c1 · 2π b

λ

b2

l2
c1

]

Hereµ(W ) is the Lebesgue measure of the volumeW .

A.2 Bound on the Energy Stored in the Electromagnetic
Field

In the finite energy case, we assume that the source current has exponential time depen-
dance and is zero outside some time interval[0, t0] ⊂ R

3. Let

ξt0(t) =

{
1 0 ≤ t ≤ t0
0 Otherwise

LetT be some compact subset ofR3 and letJ ∈ L2(T,C3) be such thatℜ{J(r)ejωtξt0(t)}
is the source current. Here,ω is the angular frequency of oscillation of the source cur-
rent. Then the magnetic field is the real part of [44, pp. 247]

H(r, t0) =
ejωt0

4π

∫

T

[
e−jk|r−r

′|

|r− r′|2 +
ke−jk|r−r

′|

|r − r′|

]
ξt0

(
t0 −

|r − r′|
c

)
J(r′) × R̂dr.
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Here,c is the speed of light,k = ω
c

is the wave number and̂R is a unit vector in the
direction ofr − r′. Becausec < ∞ andξt0(t) = 0 for t < 0, the magnetic fieldH is
zero outside the set(T +Bt0c,R3(0)) which has finite measure . Also if there exists anǫ
such that

inf
r′∈T

|r− r′| ≥ ǫ (A.19)

then there exists a constantc(ǫ) <∞ such that

∣∣∣∣
e−jk|r−r

′|

|r− r′|2 +
ke−jk|r−r

′|

|r− r′|

∣∣∣∣ ≤ c.

Therefore, a simple application of the Hölder’s inequality proves that there is a constant
c1(ǫ) such that

|H(r, t0)| ≤ c1(ǫ)‖J‖L2(T,C3).

Now, if Ω is some closed surface the interior of which containsT , then becauseT is
compact, there exists anǫ > 0 such that for allr′ ∈ T andr ∈ Ωext,

|r − r′| > ǫ.

Therefore for allr ∈ Ωext,

|H(r, t0)| ≤ c1(ǫ)‖J‖L2(T,C3).

Also, becauseH is zero outside a set of finite measure,
∫

Ωext

1

µ0
|H(r, t0)|2dr ≤ c2(ǫ)‖J‖2

L2(T,C3).

Herec1(ǫ), c2(ǫ) < ∞∀ǫ > 0. Therefore, the energy stored in the magnetic field is less
than a bound proportional to‖J‖2

L2(T,C3). Because in free space, with exponential time
dependence, the electric field is proportional to the magnetic field, we have a similar
condition for the energy stored in the electric field. Therefore, there exists some constant
b = b(ǫ) <∞ such that for allJ ∈ L2(T,C3)

[Erad(J)](t0) ≤ b(ǫ)‖J‖2
L2(T,C3).

HereErad is as defined in equation (2.6) andb is a constant that only depends onT and
Ω and not onJ.
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